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Abstract

Peer-to-peer applications and overlays are very important in current day-to-day applications. These applications bring numerous benefits such as decentralized control, resource optimization and resilience. Simulation has been an indispensable tool for researchers and academics to evaluate their work. As current applications move to a more distributed model, peer-to-peer simulation will take a front seat in innovation and research.

Current peer-to-peer simulators are flawed and unable to fully serve their purpose. Limitations in memory and performance of a single machine are two restrictive for modern distributed models. We propose DIPS, a distributed implementation of the Peersim simulator to overcome these limitations. We define a wrapper around the Peersim concepts, to bring the simulator out of the restrictions of single machine deployments to the limitless scalability of a distributed system. The new simulator must be correct, fast and have a low memory footprint.

We propose an architecture for DIPS, identify possible pitfalls and propose solutions to help DIPS achieve simple, effective, unbounded scalability. We build and evaluate a DIPS prototype as a proof of concept.
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1 Introduction

Peer-to-peer overlays and applications have had historical importance in the development of current network aware applications. In the future, the number of network connected devices is expected to grow exponentially, making peer-to-peer applications ever-more relevant. We will show the state of the art of peer-to-peer simulation, point out its shortcomings and propose a distributed peer-to-peer simulator, DIPS, to help developers overcome the challenges in creating peer-to-peer applications and protocols.

1.1 Background

Network communication architectures defined as peer-to-peer are the basis of a number of systems regarding sharing of computer resources (cycles, storage, content), directly between endpoints without an intermediary.

Applications base themselves on a peer-to-peer architecture, primarily due to its capacity to cope with an ever changing composition of the network and network failure. Such architectures are usually characterized by their scalability, no single point of failure and large amount of resources. True decentralized peer-to-peer systems do not have an owner or responsible entity, responsibility is instead shared by all peers. Peer-to-peer architectures also have the potential to improve and accelerate transactions through their low deployment cost and high resilience.

Current peer-to-peer simulation suffers from a peer-count limitation due to memory limits. When running a simulation on a single computer this limitation cannot be overcome. Other approaches, such as a virtualized deployment environment, have proven to be inefficient and unable to surpass the memory limit using reasonable amounts of resources. Hence the need for a custom-made solution aware of peer-to-peer simulation implementation characteristics. Only such solution could surpass the memory limit and still execute the simulation with acceptable performance.

Current peer-to-peer simulators are incomplete tools. They bound developers by limiting the type and breadth of simulations that can be performed. Memory limitations, complexity of APIs, poor performance, are some of the problems that plague the peer-to-peer simulator domain.

1.2 Goal Statement

In this thesis we will create a specification of a distributed peer-to-peer simulator. The simulator must be able to fulfill the following requisites:

**Adequacy** The simulator must adequately perform peer-to-peer simulation. This means it should provide a simulation environment that adequately simulates peer-to-peer networks behavior once deployed.

**Performance** The distributed nature of the simulator cannot result in a unrecoverable performance hindrance. Adding instances to the distributed simulation should eventually provide a speedup when compared to a single instance simulator.
Scalability There should not be a memory limit to the simulation in the distributed simulator. Adding new instances to the simulation should increase the total amount of available memory allowing the simulation of networks of ever increasing size.

1.3 Document Structure

This document is divided in four main chapters. In the chapter 2 we discuss the state of the art on peer-to-peer, centralized, parallelized, distributed simulation, simulation of peer-to-peer and agent based simulation. On chapter 3 chapter we present DIPS, a distributed peer-to-peer simulator, and give a detailed view of its architecture. On chapter 4 we discuss the implementation details of the DIPS prototype. Chapter 5 evaluates the adequacy, performance and memory overhead of the DIPS prototype.
2 State of the Art

2.1 Peer-to-peer

We will look at the historical and established peer-to-peer protocols and their underlying architectures, we will also look at current peer-to-peer systems implementations, both commercial and academic. We will also look at peer-to-peer systems built or adapted to provide resource discovery mechanisms.

Throughout literature peer-to-peer varies in its definition particularly when considering the broadness of the term. The strictest definitions only count as peer-to-peer systems, truly decentralized systems where each node has exactly the same responsibility as any other node. This definition leaves out some systems commonly accepted as peer-to-peer, such as Napster or even the Kazaa, which are responsible for a great share of the popularity and wide-spread use of peer-to-peer technologies.

A more broad definition and widely accepted is “peer-to-peer is a class of applications that take advantage of resources, storage, cycles, content, human presence—available at the edges of the Internet”. This definition encompasses all applications that promote communication between independent nodes, i.e. nodes that have a “will” not dependent on the well being of the network in our interpretation of “the edges of the Internet”.

There are two defining characteristics of peer-to-peer architectures:

Decentralized core functionality peers engage in direct communication without the intermediation of a central server. Centralized servers are sometimes used to accomplish or help accomplish certain tasks (bootstrapping, indexing and others). Nodes must take action regarding organization as well as other application specific functionality.

Resilience to churn high churn (peers leaving and joining the network) must be the normal network state, stability must be maintained after and during peers joins and leaves, be it voluntary or due to failure.

2.1.1 Protocols

Napster

Napster was a file sharing utility that is commonly seen as the birth of peer-to-peer applications. Although it was not itself peer-to-peer network overlay, it did not have a notion of network organization, it introduced the idea of peers communicating with each other without the mediation of a server. It was also the demise of Napster in court, brought down because of its single point of failure, that inspired the distributed routing mechanisms that we associate today with peer-to-peer protocols.

Napster allowed users to share their own files and search other users’ shared files. It used a central server to:

- Index users.
- Index files.
- Perform filename searches.
- Map filenames to the users sharing them.
Actual transfer of files between users was done in a peer-to-peer fashion.

**Unstructured Protocols**

Unstructured peer-to-peer protocols organize the network overlay in a random graph. The purpose of the network overlay is to provide an indirect link between all nodes so that access to all data in the network is theoretically possible, from any point in the network without the need for centralized servers. The position of a node in the network overlay is generally determined by the bootstrap node, either explicitly or implicitly. Queries are not guaranteed to return all or even any results, however this best effort approach allows a minimal reorganization of both the network overlay and the underlying data, under high churn. Unstructured peer-to-peer protocols are generally tied to their applications, this is the case of Gnutella [46] and FastTrack [28] which we will look in more detail. Freenet [14] will be studied as well.

**Freenet**

Freenet is a peer-to-peer key-value storage system built for anonymity. Keys are generated by a combination of the SHA-1 hashes of both a short data descriptive text and the users unique namespace.

Peers in the Freenets underlying network overlay only know their immediate neighbors. Requests are issued for a given key, each node chooses one of its neighbors and forwards the request to that neighbor. Requests are assigned a pseudo unique identifier, guaranteeing that a request does not loop over the same subset of nodes. Nodes must reject requests already forwarded. A request is forwarded until either it is satisfied or it exceeds its Hops-to-Live limit, the maximum number of times a request may be forward between nodes. The routing algorithm improves over time by keeping track of previously queries. Thus, the algorithm performs best for popular content.

**Gnutella**

Gnutella is a decentralized protocol that provides distributed search. Unlike Freenet searches in Gnutella may return multiple results, therefore requests are forwarded using a flooding mechanism. This design is very resilient even under high churn, however it is not scalable [30]. Like in Freenet, request and response messages are uniquely identified as to prevent nodes to forward the same message more than once. Messages must also respect a predefined Hops-to-Live count.

**FastTrack**

FastTrack is the protocol behind the filesharing application Kazaa. It provides a decentralized search service able to perform queries on file meta-data. FastTrack utilizes the concept of super-peers, unlike Gnutella (the original version) and Freenet, not all peers have the same responsibility. Nodes with high bandwidth, processing power and storage space may volunteer to be super-peers. These special nodes cache metadata from their neighbor peers improving the query process by centralizing all their information. The network still works without super-peers and if one fails, another one is elected. The FastTrack network is therefore a hierarchical network where most of the queries are preformed at the high performance super-peers level, and the communication between low level peers serves only to maintain the network status, i.e. handle churn, handle content modification and transfer file contents.
Unstructured peer-to-peer protocols organize nodes in a network in order to guarantee communication. A request originating anywhere in the network, given enough time and resources, will arrive at its destination(s). However, in practical situations requests are limited to a level of locality by their Hops-to-Live limit.

**Structured Protocols**

Structured peer-to-peer protocols offer two major guarantees:

- A request will reach its destination. And as a corollary, if an object is present in the network, it can be found.
- The number of hops a request must perform to reach its destination is bounded.

**Chord**

Chord is a peer-to-peer lookup protocol that builds on the concept of a distributed hash table (DHT) to provide a scalable, decentralized key-value pair lookup system over peer-to-peer networks. It uses query routing to satisfy the lookup and is bounded to $O(\log(n))$ hops for any query. Simplicity is a key feature, Chord supports only one operation: given a key, it maps that key onto a node.

Chord also proposes to overcome limitations of semi-centralized peer-to-peer applications and unstructured peer-to-peer protocols. Such as:

- A central server as a single point of failure (Napster).
- The number of messages to satisfy a query increases linearly with the number of nodes in the system (Gnutella).
- Even though minimized, availability problems are not solved by the use of super-peers.

Chord has five fundamental properties:

**Decentralization** All nodes have the same role, no node is more important or has greater responsibility than other nodes.

**Availability** Nodes responsible for a key can always be found even during massive leaves or joins.

**Scalability** Lookup is bounded to $O(\log(n))$, therefore network size has little effect on query speed.

**Load balance** Chord uses a consistent hash function that guarantees a key responsibility to be evenly spread across the network.

**Flexible naming** Chord does not impose constraints on key structure.

Chord uses a consistent hash function (SHA-1) to guarantee that the key space is spread evenly across the network. The network is defined as circular linear identifier namespace called the Chord ring. The identifier is a $m$-bit number, where $m$ is chosen before the setup of the network. Both key names and node names are translated into this name space using the SHA-1 hash function.

Nodes have positions on the ring directly defined by the numerical ordering of their identifiers. Nodes only know the location of their direct successors, a node’s successor is:

- the node whose identifier is the smallest number, larger than the current node’s identifier.
or, if the previous condition is not possible, the node whose identifier is the smallest number of all nodes.

**successor** is the lookup function that uses successor information on the current node to get closer to the key location; a key location is the node whose identifier is smallest number, larger than the keys identifier (same process than the nodes successor).

In order to accelerate lookup, Chord proposes an optimization, the **Finger Table**. Each nodes stores the location of \( m \) (as defined before) nodes according to the following formula:

\[
\text{finger}[i] = \text{successor}(n + 2^i - 1) \% 2^m
\]

To ensure that correct execution of lookups as the nodes leave/join the network, Chord must ensure that each node's pointer is up to date. The **stabilize** function is called periodically on each node to accomplish this. The function asks for the current node's successor predecessor, which should be the current node unless a new node as joined; if a new node has joined, the pointer is updated and new successor notified.

**Pastry**

Pastry [47] is a scalable distributed object location and routing middleware for wide-area peer-to-peer applications. It provides application level routing based on a self-organizing network of nodes connected to the Internet.

The Pastry network is composed of nodes, each one with a unique identifier \( \text{nodeId} \). When provided with a message and a key, Pastry routes the message to the node with the \( \text{nodeId} \) numerically closer to that key. A Pastry node routes messages to the node with the \( \text{nodeId} \) numerically closer to its own. \( \text{nodeId} \) and key are numbers abstracted as a sequence of digits in base \( 2^b \).

When routing of messages to nodes, based on a key, the expected number of routing steps is \( O(\log(n)) \), where \( n \) is the number of nodes in the network. It also provides callbacks to the application during routing. Pastry accommodates network locality, it seeks to minimize the messages travel distance according to some metric such as the number of IP routing hops or the latency in connections. Each node keeps track of its immediate neighbors in the \( \text{nodeId} \) space, callbacks for the application are provided for node arrivals, failures and recoveries.

In order to route a message, a given node chooses one of its neighbors, which should have a prefix (or \( b \) bits) closer to the message key, that is if the current \( \text{nodeId} \) has a prefix with \( m \) digits in common with the key, the chosen node should have a prefix with, at least, \( m + 1 \) nodes in common with the key. If no such node exists, then the message is forward to a node with a \( \text{nodeId} \) that has a prefix with \( m \) digits in common with the key, as long as that \( \text{nodeId} \) is numerically closer to that key.

Applications have been built using Pastry, such as a persistent storage utility called PAST [48] and a scalable publish subscribe system called SCRIBE [10].

**Content Addressable Network**

Content Addressable Network [44] (CAN) is a distributed Internet-scale, hash table. Large-scale distributed systems, most particularly peer-to-peer file sharing systems such as Napster and Gnutella, could be improved by the use of a CAN.
Semi-centralized peer-to-peer applications such as Napster have problems scaling and are vulnerable (single point of failure).

Decentralized unstructured peer-to-peer protocols are only complete (all objects in the network can be found) in very small networks. As networks get bigger some objects become unreachable, so we can say unstructured peer-to-peer protocols cannot scale with respect to completeness.

CAN's first objective was to create a scalable peer-to-peer system. An indexing system used to map names to locations is central to the peer-to-peer system. The process of peer-to-peer communication is inherently scalable, the process of peer location is not. Hence the need for a scalable peer-to-peer protocol.

CAN resembles a hash table; insertion, lookup and deletion of (key, value) pairs are fundamental operations. It is composed of many individual nodes. Each node stores a chunk of the hash table (called a zone), as well as information about a small number of adjacent zones. Requests are routed towards the node whose zone contains the key. The algorithm is completely distributed (no central control or configuration), scalable (node state is independent of the systems size), it is not hierarchical and it is only dependent of the application level (no need for transport OS operating system layer integration).

Large-scale distributed systems are one possible application of the CAN protocol. These systems require that all data be permanently available and therefore an unstructured protocol would be unsuitable as basis for such systems (see section 2.1.2). Efficient insertion and removal in a large distributed storage infrastructure and a scalable indexing mechanism are essential components that can be fulfilled with CAN.

A wide-area name resolution service (a distributed non hierarchical version of DNS) would also benefit from this CAN.

**Tapestry**

Like Pastry, Tapestry shares similarities with the work of Plaxton, Rajamaran and Richa. Tapestry supports a Decentralized Object Location API. The interface routes messages to endpoints. Resources are virtualized since the endpoint identifier is opaque and does not translate any of the endpoint characteristics, such as physical location.

Tapestry focus on high performance, scalability, and location-independence. It tries to maximize message throughput and minimize latency. Tapestry exploits locality in routing messages to mobile endpoints, such as object replicas. The author claims that simulation shows that operation succeed nearly 100% of the time, even under high churn. This, however, has been disputed.

The routing algorithm is similar to Pastry, messages are routed to a node that shares a larger prefix with the key for that message.

Like Pastry, Tapestry builds locally optimal routing tables at initialization and maintains them. Using a metric of choice, such has network hops, the relative delay penalty, i.e. the ratio between the distance traveled by a message to an endpoint and the minimal distance is two or less in a wide-area.

Tapestry uses multiple roots for each data object to avoid single point of failure.

Examples of applications built with Tapestry are Ocean Store and Bayeux.
Kademlia

Kademlia is a peer-to-peer distributed hash table. It differs from other structured peer-to-peer protocols as it tries to minimize the number of configuration messages. Configuration is organic, it spreads automatically with key lookups. Routing is done through low latency paths. Opaque keys of 160-bit are used, key/value pairs are stored on nodes with id closest to the key. It utilizes a XOR metric to measure distance between points in a key space, the distance between \( x \) and \( y \) is \( x \oplus y \). Symmetry in XOR allows queries to be forward through the same nodes already present in the destinations routing table. Kademlia treats nodes as leaves in a binary tree with the node's position determined by the shortest unique prefix of its id. The protocol guarantees that each node knows of a node belonging to each of the sub-trees not containing this node.

Viceroy

Viceroy is another DHT system that employs consistent hashing. Its structure is an approximation of a butterfly network. The number of hops required to reach a node is bounded with high probability to \( O(\log(n)) \) and the number of nodes each node must maintain contact is seven. This constant link number makes churn less burdensome as the number of nodes affected by the arrival and departure of any given node is lowered.

Koorde

"Koorde is a simple DHT that exploits the Bruijn graphs". Koorde combines the approach of Chord with the Bruijn graphs, embedding the graph on the identifier circle. As a result Koorde maintains Chords \( O(\log(n)) \) max hop bound, but, like Viceroy, requires only a constant degree, the number of neighbors a node must maintain contact with. Unlike Viceroy the number of hops is bounded to \( O(\log(n)) \)

Symphony

Symphony is yet another example of a DHT. It is inspired by Kleinbergs's Small World. Like both Koorde and Viceroy it requires only a \( O(1) \) degree. The max hop bound is \( O(\frac{1}{k}\log^2(n)) \). However, Symphony allows a trade off between the degree of the network and the max hop bound at runtime.

2.1.2 Systems

OceanStore

OceanStore is a distributed storage system. Data is stored, replicated, versioned and cached over a peer-to-peer network. It was designed with two differentiating goals:

1. Support for nomadic data. Data flows through the network freely, due to the need for data locality relative to its owner. Data may cached anywhere, at anytime.
2. The ability to be deployed over an untrusted infrastructure. OceanStore assumes the infrastructure is untrusted. All data in the infrastructure is encrypted. However, it participates in the protocols regarding consistency management, so servers are expected to function correctly.
<table>
<thead>
<tr>
<th>Protocol</th>
<th>Parameters</th>
<th>Network width</th>
<th>Network degree</th>
<th>Locality properties</th>
</tr>
</thead>
<tbody>
<tr>
<td>Chord</td>
<td>$n$: number of peers</td>
<td>$O(\log(n))$</td>
<td>$\log(n)$</td>
<td>None</td>
</tr>
<tr>
<td>Pastry</td>
<td>$n$: number of peers; $b$: base of the chosen identifier</td>
<td>$O(\log_b(n))$</td>
<td>$2b \cdot \log_b(n)$</td>
<td>Accounts for locality in routing</td>
</tr>
<tr>
<td>CAN</td>
<td>$n$: number of peers; $d$: number of dimensions</td>
<td>$O(d \cdot n^{\frac{1}{d}})$</td>
<td>$2d$</td>
<td>None</td>
</tr>
<tr>
<td>Tapestry</td>
<td>$n$: number of peers; $b$: base of the chosen identifier</td>
<td>$O(\log_b(n))$</td>
<td>$\log_b(n)$</td>
<td>Accounts for locality in routing</td>
</tr>
<tr>
<td>Kademilia</td>
<td>$n$: number of peers; $b$: base of the chosen identifier; $c$: small constant</td>
<td>$O(\log_b(n)) + c$</td>
<td>$b \cdot \log_b(n) + b$</td>
<td>Accounts for latency when choosing routing path</td>
</tr>
<tr>
<td>Viceroy</td>
<td>$n$: number of peers;</td>
<td>$O(\log(n))$ with high probability</td>
<td>$O(1)$</td>
<td>None</td>
</tr>
<tr>
<td>Koorde</td>
<td>$n$: number of peers;</td>
<td>$O(\log(n))$</td>
<td>$O(1)$</td>
<td>None</td>
</tr>
<tr>
<td>Symphony</td>
<td>$n$: number of peers; $k$: constant</td>
<td>$O(\frac{1}{2} \log^2(n))$</td>
<td>$O(1)$</td>
<td>None</td>
</tr>
</tbody>
</table>

Table 2.1: Comparison of structured peer-to-peer protocols.
Object location through routing is done using a two tier approach. First a distributed algorithm based on a modified version of a Bloom filter, will try locate the object. Since this is a probabilistic solution it may fail. In case of failure the object will be located using a version of the Plaxton algorithm. Replica placement is published on the object’s root, i.e. the server with nodeId responsible for the object’s id.

**Squirrel**

Squirrel is a decentralized peer-to-peer web cache. It uses Pastry as its object location service. Pastry identifies nodes that contain cached copies of a requested object. Squirrel may operate using one of two modes. Following a request, a client node will contact the node responsible for that request, the home node:

1. If the home node does not have the object, it will request it from the remote server and send it to the client
2. The home has a directory, potentially empty, with references of other nodes that may have a copy of the object. These were created at previous requests. A randomly chosen reference is sent back to the client, and he is optimistically added to the directory.

Evaluation of the Squirrel system was performed using a mathematical simulation, fed with real data acquired by executing two different traces of Internet usage. Ranging from 105 to 36782 clients.

**Scribe**

Scribe is an application-level multicast infrastructure built on top of Pastry. Scribe overcomes lack of widespread deployment of network level multicast by building a self organizing peer-to-peer network to perform this task.

Any Scribe node can create a group. Other nodes may join that group. The system provides a best-effort delivery policy, and no delivery order guarantee. Each group has a groupId, and information of the nodes in the group. These are mapped into a key, message pair. The Pastry node responsible for the groupId acts as a rendez-vous point, for that group. It is also possible to force the rendez-vous point to be the group creator. Message delivery is done through a multicast tree algorithm similar to reverse path algorithm.

Scribe was evaluated using a custom build discrete event simulator. The simulation was composed of 100,000 nodes. The simulation was composed of both the Pastry nodes and the underlying routers (5,050), this allowed to simulate delay penalty of application multicast over network multicast.

**PAST**

PAST is a peer-to-peer persistent storage system not unlike OceanStore. Files are stored, cached and replicated over a network of peer-to-peer nodes organized using the Pastry protocol. Files stored in PAST possess a unique id and are therefore immutable. PAST uses Pastry’s network locality to minimize client latency.

PAST evaluation was done using a custom simulation over the actual implementation of the system. It used a single Java virtual machine. Simulation was fed data from two traces, one referencing 4,000,000 documents and the other 2,027,908.
Meghdoot

Meghdoot [19] is a publish subscribe system based on CAN. The events are described as tuple of attributes where each attribute has a name and, a value or range. Subscriptions are stored in the network. When an event arrives, the network must identify all matching subscriptions and deliver the event.

Simulation of Meghdoot was done using a custom simulator. Two event sets were used, one generated randomly, the other real stock data. Subscriptions were generated randomly. The event sets contained 115,000 objects and 115,353 respectively. The system was tested with 100, 1000 and 10,000 peers.

Others

Other examples of peer-to-peer systems are Ivy [39], a versioned file storage system. Farsite [1] is another distributed file storage system.

2.1.3 Peer-to-Peer protocols for Resource Discovery

Nodes participating in a network usually share resources between them. The systems we have seen so far have these resources completely specified and integrated in the underlying protocol, namely files, documents or even topics. Grid like networks can be built on top of a peer-to-peer overlay only if the overlay is capable of providing a resource discovery service for computing resources (i.e., CPU time).

It has been argued in literature that Grid and Peer-to-Peer systems will eventually converge [54].

Resource discovery protocols in peer-to-peer systems can be devided as targeting structured and unstructured networks. Examples of these protocols for unstructured networks can be found in [22, 34, 55].

Resource discovery in unstructured peer-to-peer networks

Regarding architecture, nodes are generally organized into a cluster, mostly grouped by virtual organization, where one or more of the nodes act as a super-peers.

Resource indexing is done at the level of the super-peer or equivalent, or, in lamnitchi et al. [22] each peer maintain information about one or more resources.

Query resolution is done using a routing index. Statistical methods based on previous queries select the super-peers with the highest probability of success. However, in lamnitchi et al. queries are routed using either random walk or a learning-based best-neighbor algorithm.

Experiments [34] show that the super-peer model is an appropriate model for grid like services, due to its closeness to the current Grid model.

Resource discovery in structured peer-to-peer networks

MAAN [8] proposes an extension to the Chord protocol to accept multi-attribute range-queries. Queries are composed of multiple single attribute queries, one different DHT per attribute.

Andrzejak et al. [3] extended the CAN system to support range queries. Resources are described by attributes. Queries on discrete attributes will be routed using regular CAN functionality, queries over continuous spaces will use the extension. As in MAAN, there is one DHT per attribute.
SWORD [41] uses a DHT system called Bamboo, similar to Pastry. SWORD provides mechanisms for multi-attribute range queries as before. However in SWORD each attribute is assigned to a subregion of a single DHT.

XenoSearch [51] extends Pastry. Once again each attribute is mapped to its own Pastry ring. Attribute range queries are performed separately and then combined through intersection.

Mercury [4] is based on Symphony. Each single attribute is assigned a different DHT. Each node stores all information on all attributes on all hubs. This way the smallest range query is chosen and therefore only one DHT needs to be queried.

2.2 Simulation

Simulation is an important tool to test protocols, applications and systems in general. Simulation can be used to provide empirical data about a system, simplify design and improve productivity, reliability, avoiding deployment costs. Simulation testbeds offer different semantics/abstraction levels in their configuration and execution according to the level of abstraction desirable for each type of simulation.

We will look at the simulation of systems, networks and agents, and their relevance to the distributed simulation of peer-to-peer network overlays. We will look at two types of simulation: discrete-event and real-time simulation.

Discrete-event Simulation

Traditional discrete-event simulations are executed in a sequential manner. A variable clock maintains the current status of the simulation and is updated as it progresses. A event list data structure holds a set of messages scheduled to be delivered in the future. The message with the closer delivery time is removed from the event list, the corresponding process is simulated and the clock is updated to the delivery time. If the simulated process generates more messages, these are added to the event list. This is called event-driven simulation because the clock always moves to the next delivery time and never in between.

Real-time Simulation

Real-time simulation evolved from virtual training environments. Particularly useful to the military, it respects real-time to integrate simulated components with live entities, such as humans. It suffers from scalability problems, as the whole simulation and simulated activities must be executed in real-time (probably in concurrent manner).

2.2.1 Network Simulation

Network simulation is a low level type of simulation. Network simulation tools model a communications network by calculating the behavior of interacting network components such as hosts and routers, or even more abstract entities such as data links. Network simulation tools allow engineers to observe the behavior of network components under specific conditions without the deployment costs of a real large-scale network.
High-level design problems for the digital communication infrastructure are very challenging. The large scale and the heterogeneity of applications, traffic and media, combined with QoS restrictions and unreliable connectivity, makes this a non-trivial problem.

Application and protocol development at the network level involve a number of heterogeneous nodes that are both expensive and hard to assemble. Simulation is therefore the best solution when testing low level network applications and protocols.

Ns-2

Ns-2 is a discrete-event network simulator. Ns-2 is the de facto standard tool for network simulation. Ns-2 generates data down to the packet level. The simulator ships with a number of simulated protocols such as udp and tcp. The modular approach allows for the implementation of custom protocols, this can be done by extending base classes of the simulator.

Simulations are executed and controlled through configuration scripts written in the OTcl language with a custom API.

Peer-to-peer Network Simulation

Peer-to-peer simulation is an abstraction from general network simulation. Simulating peer-to-peer protocols involves the transfer of messages between peers and the collection of statistics relevant to the simulation.

The peer-to-peer simulation as in general network simulation, is composed of two different pieces of code. The simulator code is responsible for the execution of the simulation, it creates peers, maintains the main simulation loop and delivers messages if necessary. The simulated protocol code is responsible for the logic particular to the protocol, it is the code to be run when a node needs to be simulated. This code will be run either to simulate message arrival or at regular interval during the main loop.

We will look at current peer-to-peer simulators regarding their:

- Simulation type
- Scalability
- Usability
- Underlying network simulation fidelity.

Current peer-to-peer simulators may offer two modes of operation, the event-driven mode is a discrete-event simulation closely related to more general network simulation and to the simulation of systems. Messages are sent between simulated peers, they are saved in a queue and processed in order by the simulation engine, that runs code to simulate the destination peer receiving the message.

The other type of simulation is a cycle-based simulation, it resembles real-time simulation. In cycle-based simulation each simulated component (the peer) is run once per cycle, whether or not it has work to be done. This

1http://www.isi.edu/nsnam/ns/
offers a greater abstraction than the event-based engine as the simulated peers information are available at all points of the simulation. The level of encapsulation when simulating an individual peer is left to the implementor of the protocol to decide.

Simulation of very large networks is particularly relevant when simulating peer-to-peer protocols and systems. The usual deployment environment for a peer-to-peer application is a wide-area network. Whether a peer-to-peer simulator can scale to the size of real wide-area network is a very important factor in choosing a peer-to-peer simulator.

Another important factor is how well documented is the simulator. The simulator must be configured using a configuration language that is either declarative or procedural, we must take into consideration how easy and powerful it is.

**Peersim**

Peersim [37] is a peer-to-peer simulator written in Java. It is released under the GPL, which makes it very attractive for research.

Peersim offers both cycle-based and event-driven engines. It is the only peer-to-peer simulator discussed here that offers support for the cycle-based mode. Peersim authors claim the simulation may reach $10^6$ nodes in this mode.

The cycle-based mode is well documented with examples, tutorials and class level documentation. The event-driven mode however, is only documented at class level. Peersim utilizes a simple custom language for the simulation configuration. All control and statistical gathering must be done by extending classes of the simulator that will then be run in the simulation.

Peersim offers some underlying network simulation in the event-driven mode, it will respect message delay as requested by the sender.

**P2PSim**

P2PSim [18] is a peer-to-peer simulator that focus on the underlying network simulation. It is written in C++ and like in Peersim, developers may extend the simulator classes to implement peer-to-peer protocols.

The network simulation stack makes scalability a problem in P2PSim. P2PSim developers have been able to test the simulator with up to 3,000 nodes.

The C++ documentation is poor but existent. Event scripts can be used to control the simulation. A minimal statistics gathering mechanism exists built in to the simulator.

**Overlay Weaver**

Overlay Weaver [50] is a toolkit for the development and testing of peer-to-peer protocols. It uses a discrete-event engine or TCP/UDP for real network testing.

Distributed simulation appears to be possible but it is not adequately documented. Scalability wise the documentation claims the simulator may handle up to 4,000 nodes, the number of nodes is limited by the operating systems thread limit.
The documentation is appropriate and the API is simple and intuitive. Overlay Weaver does not model the underlying network.

**PlanetSim**

PlanetSim \[17\] is also a discrete-event simulator written in Java. It uses the Common API given in \[15\]. The simulator can scale up to 100,000 nodes. The API and the design have been extensively documented. The support for the simulation of the underlying network is limited, however it is possible to use BRITE \[36\] information for this purpose.

### 2.2.2 Parallel simulation

Parallelization requires the partition of the simulation into components to be run concurrently. Simulation of systems embodies this concept directly.

We can model a system as:

- **System**  A collection of autonomous entities interacting over time.
- **Process** An autonomous entity.
- **System state** A set of variables describing the system state.
- **Event** An instantaneous occurrence that might change the state of the system.

Processes are the autonomous components to be run in parallel. However, the separation of the simulation into multiple components requires concurrent access to the system state which poses problems of synchronization.

Real-time simulation is typically parallel as components should be simulated concurrently given the real-time restrictions and the interaction with live components. In real-time simulation even if some components are implemented sequentially, partition for parallel execution is a trivial process since all events must be made available to all (interested) components at the time they occur.

Discrete event simulation is usually sequential.

**Parallel discrete-event simulation of systems**

In parallel simulation of physical systems, consisting of one or more autonomous processes, interacting with each other through messages, the synchronization problem arises. The system state is represented through the messages transferred between processes, these messages are only available to the interacting processes creating a global de-synchronization.

A discrete-event simulation is typically a loop where the simulator will fetch one event from a queue, execute one step of the simulation, possibly update the queue and restart. Simulation is slower than the simulated systems.
### Table 2.2: Comparison of Peer-to-Peer Simulators

<table>
<thead>
<tr>
<th>Simulator</th>
<th>Engine Type</th>
<th>Scalability</th>
<th>Usability</th>
<th>Underlying Network</th>
</tr>
</thead>
<tbody>
<tr>
<td>PeerSim</td>
<td>cycle-driven and discrete-event</td>
<td>1,000,000 nodes</td>
<td>good documentation for the cycle-driven engine</td>
<td>not modeled</td>
</tr>
<tr>
<td>P2PSim</td>
<td>discrete-event</td>
<td>3,000 nodes</td>
<td>some documentation</td>
<td>strong underlying network simulation</td>
</tr>
<tr>
<td>Overlay Weaver</td>
<td>discrete-event</td>
<td>4,000 nodes</td>
<td>appropriate documentation</td>
<td>not modeled</td>
</tr>
<tr>
<td>PlanetSim</td>
<td>discrete-event</td>
<td>100,000 nodes</td>
<td>good documentation</td>
<td>some support</td>
</tr>
</tbody>
</table>

Discrete-event system simulations are by their very nature sequential. Unfortunately this means existing simulations cannot be partitioned for concurrent execution.

Sophisticated clock synchronization techniques are required to ensure cause-effect relationships.

In systems where process behavior is uniquely defined by the systems events, the maximum ideal parallelization can be calculated as the ratio of the total time require to process all events, to the length of the critical path through the execution of the simulation.

Parallelization of a discrete-event simulation can be approached using one of two strategies, regarding causality:

**Conservative strategy** If a process knows an event with a time stamp $T_1$, it can only process this event if, for all other events $T_n$ received afterwards: $T_1 < T_n$. A parallel discrete-event algorithm was developed independently by Chandy and Mistra [11] and Bryant [6]. The simulation must statically define links between communicating processes. By guaranteeing that messages are sent chronologically across links, the process can repeatedly select the link with the lowest clock, and if there are any messages there, process it. This might lead to deadlocks when all processes are waiting on links with no messages. The problem of deadlocks can be solved using null messages, a process will send an empty message to update the links clock preventing deadlocks. This is highly inefficient so other approaches have been proposed [12].

**Optimistic strategy** Is based on the idea of rollback. The process does not have to respect causality in processing received messages, it may process all messages it has already received (in chronological order) independent of the incoming link clocks. To recover from errors, the process maintains a Local Virtual Time
(LVT) equal to the maximum of all processed messages. It must also maintain a record of its actions from the simulation time (the lowest time stamp on all links) up to its LVT. When a message with a time stamp smaller than the LVT arrives, called a straggler, recovery must be done. The rollback process consists of recovering the state of the process at the time of the straggler. The process must also undo all messages that it might have sent. The undo process involves sending an anti-message. The receiving process must then initiate a rollback process up to the message it has processed before the anti-message. This process is called Time Warp with aggressive cancellation. Alternatively, the process might only send the anti-message to an incorrectly sent message \( M \) if it verifies that \( M \) is not generated up to its time stamp.

An optimistic approach places an extra burden on the protocol description, as it must describe anti-messages, which are not necessarily under live deployment.

Lazy cancellation may improve performance depending on the simulated system. Studies on performance using optimistic strategies can be found in [29, 31]. An optimization to the Time Warp protocol in a system where each instance is responsible for more than one component can be found in [56].

### 2.2.3 Distributed Simulation

Distributed simulation differs from parallel simulation on a small number of aspects.

Distributed systems must take into account network issues related to their distributed nature, notably:

- Latency
- Bandwidth
- Synchronization

The above are problems that all distributed systems must take into account. Other problems, depending on the type of simulation may also arise. Fault tolerance, replication, shared state, interest management and load balancing are examples of those.

Simulation of peer-to-peer systems is traditionally done in a sequential manner, and with the exception of Oversim no simulator offers the possibility of distributed execution, and this is more a foreseen possibility than an actual implementation [40].

We have to look outside of network simulation to get insights on the inner workings of distributed simulators.

Simgrid [9] is a high-level simulator for scheduling in cycle-sharing systems. GridSim [7] is also a toolkit for modeling and simulation of resource managements in grid environments. These very high level simulators capture only a small portion of the complexity in grid resource allocation and management.

Other systems such as cycle sharing systems [2, 13] implement related mechanisms as they abstract units of work to be executed in distributed environments. These, as with frameworks to help distribute systems like the PVM [53], have close ties to distributed simulation as they suffer from the same problems and implement some of the same solutions regarding the distributed aspect of their operation.
Distributed simulation of agent-based systems

Agent simulation is an area where distributed simulation environments are used extensively.

Agent based systems deployment areas include telecommunications, business process modeling, computer games, control of mobile robots and military simulations. An agent can be viewed as a self-contained thread of control able to communicate with its environment and other agents through message passing.

Multi-agent systems are usually complex and hard to formally verify. As a result, design and implementation remain extremely experimental. However, no testbed is appropriate for all agents and environments.

The resources required by simulation overcome the capabilities of a single computer, given the amount of information each agent must keep track of. As with any simulation of communicating components, agent-based systems have a high degree of parallelism, and as with other particular types of simulation distributing agents over a network of parallel communicating processes have been proven to yield poor results.

JAMES, a platform for telecommunication network management with agents is an example of a system that does parallel simulation.

Decentralized event-driven distributed simulation is particularly suitable for systems inherently asynchronous and parallel. Existing attempts model the agents environment as a part of a central time-driven simulation engine. Agents may have very different types of access to their environment. Depending on this type of access and their own implementation they might be more or less autonomous. Given traditional agent-based models, distributed simulation of agents-based systems differs from other discrete-event simulation in one important aspect: usual interaction is between the agent and its current environment, there is no direct interaction between agents.

Real-time large scale simulation approaches the problem of interest management. An interest manager matches events with the agents that have an interest in that event. This helps the system to save resources by only making available events to the agents that actually require them. Interest expressions are used to filter information so that processes only access information relevant to them.
3 Architecture

In the state of the art we introduced the currently available peer-to-peer simulators, from the description of this simulators as well as the peer-to-peer systems it becomes apparent that current peer-to-peer simulation must be run in low capacity, and therefore, low fidelity simulators.

While peer-to-peer protocols are created to manage networks with a very large amount of peers, existing simulators are unable to create very large networks. To create networks that are realistic in the number of peers the protocol is expected to handle, is essential when using simulation to study the protocol’s characteristics.

Currently available simulators are limited by the resources available in the hardware they are run on. Even on the simulator capable of generating the largest networks, extremely simple simulations are limited to about 4 million nodes per gigabyte, while on more complex simulations, limitations grow exponentially. From a performance point of view, current simulators are also lackluster. If a simulation performs a particularly expensive calculation, it simply is not possible to accelerate it past a certain point, independent of the monetary/hardware resources available to the simulation creator. The immediate answer to both of these problems is to distribute the simulation, as a distributed simulation has theoretically unlimited access to extra memory and CPU units.

Distributed simulation has existed since the beginning of simulation itself. It was not until the availability of powerful commodity hardware that new simulators regressed to a centralized model. Now that there is a widespread availability of network connectivity as well as commodity idle hardware, it becomes relevant again, to try and pool together distributed resources to scale horizontally.

Distributed Implementation of the Peersim Simulator (DIPS)

We propose DIPS, a Distributed Implementation of the Peersim Simulator, which is an extension to the Peersim simulator to take advantage of distributed resources, both memory and CPU.

As it can be seen in Figure 3.1, DIPS is a set of Peersim regular instances that run one global simulation where the simulated peers (from here on called nodes) have access to each other.

In order for Peersim instances to be able to share one simulation that spans all of them, we must also provide the foundations of communication between instances so that simulation components have access to each other, and are able communicate with reasonable performance. We must take the concepts that are the basis of Peersim, extend them so they can adequately be used in a distributed context. Finally we must guarantee that losses in simulation performance, due to the new distributed characteristics, are minimized. We must also guarantee that challenges created by the distributed behavior are met in a way that does not overburdens the simulation creator.

Figure 3.2 shows the architecture of DIPS divided into three large components. In this chapter we will explain in detail each of these components.

The first two, network communication and the extension of the Peersim simulator are independent. The architecture was defined so that, even though both aspects are aware of each other, each one acts as a black box to the other.
The third component covers advanced topics regarding challenges created by the network communication between instances. This is a cross-cutting component, it interacts with both other components in order to ease a correct, fast execution of DIPS.

3.1 DIPS Network Architecture

In this section we offer a bottom up view of DIPS. We start with network communication and how it is handled at the lowest abstraction. We then move on to the organization of the network from the perspective of each participant. In the last section we describe network coordination.
3.1.1 Network Communication

Network communication is a crucial factor for the performance and viability of DIPS. In a centralized simulator, communication is not a problem, as the whole simulation is run by a single process. As soon as more than one machine is introduced, network communication becomes inevitable.

Our approach in DIPS was to define a independent component of the simulator to encapsulate all network communication. There are two main advantages to the separation between simulation and network communication.

1. Different implementations may be swapped if necessary.
2. Network communication may be run in a separate thread of control.

In a distributed simulator one of the most important factors of its design is to minimize the negative impact on performance that the overhead of network communication might produce. In the particular case of DIPS, as it extends the Peersim simulator, favorable comparisons can only arise if the impact of network delay can be compensated.

The possibility of swapping the network communication component can be extremely useful when the medium on top of which the simulator is run, changes. There are great differences between running the simulator on top of the Internet or a Local Area Network. Ideally the simulator should be able to use the network component that better adjusts to the network conditions.

DIPS is not a parallel simulator, it does not have the synchronization mechanisms necessary to use more than one processor at the same time. This means that if one extra processing unit is available, network communication processing could be offloaded to that unit leaving the current first processor free to run the simulation uninterrupted.

Finally, by isolating network communication from simulation code and offering a well defined API to move information between instances, it becomes easier to implement DIPS, limiting the amount of changes to the simulation component in relation to the original simulator in Peersim.

The Actor Model

The actor model is a model for concurrent computation where communication is done asynchronously through message passing. An abstraction is presented in Figure 3.3. This model differs from the more widely used shared memory model, as it assumes that there is no shared memory between concurrent processes.

In this model, each process is called an actor, and is defined as an infinite loop that reacts to arriving messages. This is the design that we propose for the network communication component of DIPS.

By defining the network communication component as an actor we further help isolate it from other components in the simulator. This is not only a semantical isolation. Communication is executed through message passing therefore communication structures are clearly defined, however it is also a physical isolation, by removing shared memory from the design we guarantee independence of the simulator from the network, limiting the
impact that network communication processing can have on the performance of the simulator.

**Post Office Metaphore**

In the previous paragraph we have slipped slightly into the implementation, however the actor model is an important concept to understand the network communication component design.

Just like an actor, the network component is an independent component that only interacts with other components through message passing. We have called this the post office metaphor as the network component acts as a post office for the other components of the simulation.

The network component is the single point of external communication in DIPS. Every component that requires communication with other instances must go through the network component. The fundamental role of the post office can be described by the following actions:

- Given a message and an address, the network component guarantees delivery of the message at that address.
- Subscribers receive messages destined to their address on message arrival.
- If a message is received to an address with no subscriber, the network component will hold the message until the address owner collects it.

This behavior is similar to what is expected of a post office. How messages are delivered is not the concern of the sender, only of the network component. It is also important to note that address may be physical, *i.e.* an *ip* and *port*, which would map to a street and door number in our metaphor, but addresses may also be virtual, *i.e.* a simple *ID*, which could be mapped to a P.O. box.

Subscription accomplished using a simple publish/subscribe mechanism that instead of placing the burden on the receiver to check for new messages, allows incoming messages to be delivered almost immediately after arrival. This is a mechanism that is a good fit for control components that sit idle waiting for messages. Holding
the messages until they are collected is better for components that process messages at a specific point in time, such as during an event loop.

To summarize, the network component takes care of communication for all other components in DIPS, it guarantees delivery, takes care of routing and serves as a buffer for incoming messages. It frees other components from the burdens of network communication.

### 3.1.2 Network Organization

So far we have seen the network component of DIPS. As the existence of this component indicates, a DIPS simulation is run in a network of DIPS instances. This network must be managed in regard to how instances join and leave, how routing is performed and, as we have seen in the previous section, the allocation of virtual addresses.

In this section we define how the network is organized, we propose two routing algorithms to manage virtual addresses, explain how the network handles edge cases that require centralized control. Also how to handle churn.

There are a few guidelines regarding the design of the DIPS network:

- The organization of the network should be simple.
- Communication should be efficient.
- Virtual address lookup must be $O(1)$.
- Organization should be versatile enough to handle a large number of instances if necessary.

Before moving on to the basic organization of the network, it is important to state the importance of virtual addresses. We will see in section 3.2 that virtual addresses are used to send messages between simulated peers, lookup of virtual to physical address will be the large majority of the network component operations, hence the need for efficiency.
Well-Known Organization

The most common case for the DIPS network composition will be a very small number of instances, in the order of ten. This instance will form the network before the beginning of the simulation and remain in it until the simulation finishes.

The small number of instances involved in the process permits an approach where every instance knows of all others. This, well known behavior guarantees simplicity, and allows messages to be broadcasted to the entire network. As long as the number of broadcasted messages is kept to a minimum, and only used when strictly necessary, the performance should not suffer too much from this approach.

Since all instances can contact all other instances, $O(1)$ virtual address lookup can be achieved simply by ordering instance ID’s and defining a common method of lookup to all instances. Ordering can be achieved through any number of algorithms, from alphabetical order to hashing. The lookup could use any common method of attribution, however, for reasons that will become apparent when we discuss virtual address attribution, a particularly interesting algorithm from a load balancing point of view is round robin, available in Figure 3.4.

Round robin works by translating the virtual address to a number (using an unique function) and then calculating the modulus of the ID with the number of instances in the network. The resulting number is the index of the instance, in the ordered network instance list, to which that virtual address is assign.

![Figure 3.5: Round Robin virtual address reassignemnt in face of churn](image)

Network Churn

Network churn is the amount of instances that join and leave the network per unit of time. Churn is important regarding virtual address allocation and asset management. When an instance leaves the network all its assets must stay in the network, and all virtual addresses assign to it must be assigned to another instance. It is part of the network architecture to handle connection and disconnection.

When an instance is disconnected either by request or as a result of failure, the network must reallocate virtual addresses so that there are no lost addresses. It is also the network responsibility to maintain communication
with the disconnecting instance in case the instance is still online, to allow other components to handle asset relocation.

![Diagram](image)

**Figure 3.6: The DHT organization**

**Evolving to a DHT based Organization**

The round robin approach presented previously, clearly does not scale. Given the expected number of DIPS instances, it makes sense for it to be the default approach. When the number of instances grows, it becomes burdensome to keep track of all instances, and it may be necessary to take a more structured approach to broadcasting.

Despite its advantages in terms of load balancing, round robin is particularly inefficient in the presence of churn as it can be seen in figure 3.5. Whenever a new instance joins the network, the number of virtual addresses that need to be remapped is:

\[ V = \frac{N - 1}{N} \]

where \( N \) is the number of instances in the network, and \( V \) is the number of virtual addresses.

This is our primary concern in defining an alternative organization model for the network.

In the DHT model the network is defined as a distributed hash table where each instance position is given by the hash value of the instance's `ip` and `port` (as the “ip:port” string) the hash table is also extended as a CHORD like circular structure. Simulated nodes are hashed according to their global identification number, and the simulation instance responsible for any given node is defined (as in CHORD) as the instance with hash value immediately before the node's own hash value. A pseudo-code implementation of the DHT model is available in Algorithm [1].
This model also eases the transition to a very large network, allowing future improvements in failure protocol, opening a path to the implementation of the full CHORD protocol without change to the current architecture.

At this point it is important to understand why the DHT model cannot be used from the start. Once again the relatively small number of instances plays a crucial role, while consistent hashing is expected to give a consistent division of virtual addresses per instance, this is only statistically true, as for a very small number of instances, the resulting network is likely to look like the one presented in Figure 3.7. Round robin, as a simple division of the virtual addresses per number of simulation instances not only is more efficient, but also guarantees an egalitarian distribution of the nodes independently of the number of simulation instances.

3.1.3 Token Based Coordination

Some decisions in the network must be taken from a centralized location. To make it possible, we have created a control protocol that defines the master instance in the network, the one whose decisions take priority.

The control protocol is a token based one, where only the token holder may send control messages to the network. Any instance may hold the token, however, only one instance may hold it at any given time. An instance that initiates a simulation, becomes responsible for it and may only relinquish the token when the simulation is over.

In order to acquire the token an instance must request it from its current owner. If the owner is no longer responsible for a simulation and therefore may relinquish the token, it does so immediately after the first request, responding with the new owner’s ID to subsequent requests. If the current owner is forced to maintain the token in virtue of its responsibility to the simulation, it must maintain a queue of requests in the order of arrival. When the token is free to be delivered, the owner contacts each of the requesters in the queue order, until one declares
Algorithm 1 DHT routing

```javascript
class router

    constructor: (instances) ->
        this.instances = instances

    sort: () ->
        this.instances.sort (n1, n2) ->
            sha1(n1) < sha1(n2)

    add: (node) ->
        this.instances.push node
        this.sort()


class dht

    constructor: (local_addr) ->
        this.addr = local_addr
        this.network = new router([local_addr])

    on_new_connection: (remote_addr) ->
        this.network.push remote_addr

    route: (routable) ->
        hash = sha1 routable

        n = this.network.node.find (n) -> hash < sha1 n
```

interest in the token or the queue ends. When the token is transferred, the remaining requests in the queue are also transferred and, take priority over new requests made to the new owner.

### 3.2 DIPS Simulation Architecture as an Extension of Peersim

In a sentence, the simulator is medium of communication between the simulated nodes. The simulator is the core of DIPS. Even though it is its most important component, it is also the least original one.

One of the concerns when designing DIPS was to have as much compatibility with Peersim as possible, without hindering DIPS performance and scalability goals. For this reason, most of the concepts presented in this section are common to both DIPS and Peersim. It is nonetheless necessary to grasp them, in order to understand the design of the distributed simulator, as well as the more advanced concepts presented in the next section.

In this section we will go through the concepts behind a simulation, stopping to take a deeper look whenever DIPS design differs from Peersim. We will end the section describing DIPS two distributed simulation engines.

#### 3.2.1 Peersim Overview

Peersim is a peer-to-peer simulator. Peersim is capable of simulating the behavior of large peer-to-peer networks and extract information from them. The simulated network consists of nodes, single, small footprint objects that implement part or all of the behavior of a real peer-to-peer node.

Peersim uses an engine to execute a simulation. There are two distinct types of simulation engines in Peersim, the cycle based simulation engine and the event based simulation engine.

Cycle based simulation consists in repeatedly handing over control to nodes, which in turn alter their state in response to their environment. A cycle is the period necessary for all nodes to hold control exactly one time.

Event based simulation abstracts the concept of the cycle based simulation, substituting direct access to nodes with message passing, this abstraction is closer to real behavior of peer-to-peer networks.

#### 3.2.2 Simulation Logic

**Node**

Peersim as a simulator of peer-to-peer networks has one major component, the Node. A Node is an abstraction of a computing unit connected in a network, that is a peer-to-peer node.

Nodes in Peersim serve as the master element of the simulator. A peer-to-peer system is characterized by communicating nodes, with a state. Nodes in Peersim respond to messages or events from other Nodes and alter their state accordingly, as well as generate appropriate messages/events for other Nodes.

Peersim organizes Nodes in a network. A peer-to-peer network requires Nodes to connect directly between each other. These connections are called links, the Nodes plus the links between them form the simulated network (see Figure 3.9).
In Peersim how communication is accomplished between Nodes is left to the simulation implementation. The simulator offers an event service to be used by simulations taking advantage of the Event Driven Simulator, however the most common communication process is through shared memory.

Simulation

Over the last sections we have been hinting at the concept of a simulation. It comes naturally that a simulator runs simulations and, in fact this is the purpose of the Peersim simulator.

Simulation A simulation provides a medium for peer-to-peer nodes to communicate between each other, generating observable data in the process.

There are two types of simulation engines in Peersim. In the next sections we will take a deeper look at those engines, still in figure [3.10] we can seen an abstraction of how the simulation is implemented in Peersim, specifically the Event Driven Engine.

A simulation is a very simple loop that offers control to the nodes in the network on an predetermined order allowing the behavior and consequences of the node execution to be observed.

A simulation is a very simple loop that offers control to the nodes in the network on an predetermined order allowing the behavior and consequences of the node execution to be observed.

The simulation loop is one of the only two indispensable parts of the Peersim simulator. The simulator has been designed with modularity in mind, simulations run inside one of Peersim’s simulation engines, and must implement at least one protocol’s execute method. Every other concept described here and from here on is either a guideline for simulation implementers or a shortcut to some behavior that otherwise would have to be implemented from scratch.

A simple simulation consists of implementing the Protocol interface and writing the name of the Protocol class in a configuration file. The executable code of the protocol will be called in a loop and from that point it is the
responsibility of the implementer to define the behavior of the simulation.

At this point it is important to make a distinction that will be valid from here on, when referring to the Peersim simulator and also to DIPS.

When referring to the simulation code we mean the code written by the user of the simulator. This person needs to implement the simulation behavior and there is so little code from Peersim or DIPS involved in the actual simulation that the simulation can be considered entirely composed of user code. On the other hand when referring to the simulator code we refer to the implementation of Peersim or DIPS, this is the code bridges user code and facilitates organization, observation and communication of/in the simulation.

A minimal simulation should implement at least the following components:

- A behavioral protocol
- A data protocol
- A Linkable
- An Initializer
- An observer control

A behavioral protocol contains the main logic of the network, it alters the node’s internal state according to the state of its neighbors. The data protocol holds the internal state of the node, the separation between the two protocols, isolates behavior from data so that distinct implementations of each may be tested interchangeably.

A linkable holds the links to nodes defined as neighbors of this node and should be used whenever information must be communicated between nodes. The initializer is closely tied with both the data protocol and the linkable. These protocols hold values and therefore must be initialized, by the Initializer.

Finally the observer control, records data about the progress of the simulation. Might also, optionally monitor the status of the simulation and and indicate to the simulator that it should be terminated.

Protocol

Although nodes are the primary unit of the Peersim simulator, they are used only as a container and usually do not hold any logic.

Each node is associated with one or more protocols that contain the logic for the experiment, i.e. protocols implement the algorithms to be tested and are deployed in nodes. A protocol is an object implementing behavior for a node. Protocols exist to isolate independent node behavior, e.g. separating communication control algorithms from algorithms to process information.

The node may hold any number of protocols, these protocols may communicate between them within the node as well as with other protocols in other nodes of the network. This way it is possible for a protocol handling communication to receive all communication, pass it to another protocol to be processed, receive the result and send it to another node in the network.

The main advantage of isolating behavior is that protocols may be substituted in each experiment. For instance, it is possible to write several communication protocols, write one protocol to process information and
create one simulation for each communication protocol, in order to understand how each communication protocol compares against each other.

**Linkable**

As it has been said in the previous section, protocols actually contain the logic while nodes are mere aggregations of protocols. For simplicity we will continue to refer to the nodes as the primary component of the network, *i.e.* referring to them as the executers of an action in the simulation even though a protocol must implement that action for it to be carried out.

Nodes must be able to communicate through the simulator. These components use either the event service or shared memory direct access to execute this communication.

In order to communicate with another simulation component, it is necessary to know who to communicate with. In practice a node must know a set of *IDs* of other nodes known as their neighbors.

It would be possible for the node to iterate through all other nodes in the network and both DIPS and the Peersim simulator do in fact provide a mechanism to accomplish this iteration. In peer-to-peer networks, however, nodes usually only know a subset of the nodes in the network, thus the need for the concept of neighbor, the nodes that a given node knows and is able to directly (without the need to hop through other nodes) communicate with.

Traditionally the hardest part of defining a peer-to-peer network is to design a effective routing algorithm. To help with design isolation, Peersim offers a special type of protocol, a Linkable, which sole responsibility is to maintain a collection of neighbors for a given node.

In order to send a piece of information the node must access one of its linkable protocols and choose one or more neighbors to send the information to.

![Figure 3.9: Node Architecture](image-url)
3.2.3 Simulation Control

Time

Time is one of the concepts where DIPS differs from Peersim original implementation. Simulation time is an abstraction that allows control objects to be scheduled, and is an indicator of the simulation progress.

Peersim takes two different approaches to time. In the cycle based simulator, time is the same as cycles, the clock advances by one tick every cycle. This is the approach that resembles the most DIPS. In the event based simulator, Peersim takes a more liberal approach with time. Here, time is an abstract concept that is only present in events.

Peersim time resembles early simulators, in summary events must have a timestamp, when running the event loop, Peersim selects the event with the lowest timestamp, and advances the clock to that timestamp. This allows for events to be scheduled far into the future, and to simulate real network time using statistical delay for message passing.

In a distributed simulator it would be impossible to guarantee delivery on time without damaging performance, and without that guarantee the mechanism is mostly useless, this is why we use a different approach to time in DIPS. Time in DIPS represents the movement of a discrete event sequence. The event sequence is directly tied to the message processing algorithm. Each time a message is processed the internal time on each instance is advanced by one tick. Only simulation events in the main simulator loop advance the local clock, other event such as control messages (in the simulator), execution of control structures (within the simulation) and network events such as connections and disconnections do not have any effect on the local clock. During synchronization states the simulation is paused and the clock is not updated even though control structures may be executed.

There is no synchronization based on global time, the control is done independently of global time and any global ordering of events is not possible.

Control

The last element of a simulation is the Control object. Like Nodes and Protocols, Control objects, or controls for short, are simulation level, user defined structures. Unlike those, controls are not part of the simulated network but live outside the simulation and perform administrative tasks that might alter or observe the simulation.

Controls substitute the network creator running automated tasks to either set variables inside the simulation or retrieve information on the simulation. These objects must be scheduled to be run at predefined times, according to the simulation internal clock. Controls have full access to the simulated network and global state of the simulation.

One of the most common roles of Control objects is to initialize nodes in the network. Controls with this purpose are called initializers.

The simulator initializes nodes with all the protocols needed for their execution, however the initialization of variables inside the protocols is beyond the scope of the simulator.
Separate initialization of protocols is a desirable feature as it allows separation between logic, in the protocol, and content, defined by the initializer. It also allows the same protocol to be used in several experiments with different initialization patterns which would, otherwise, need separate protocols. An example of initialization is a protocol that holds a value such as a number or string which different controls would initialize with different values; or a Linkable protocol that needs to be initialized with a set of neighbors.

Another role of Control objects is to generate out-of-network events. These events are not generated inside the network, they might consist in altering the state of a node to mimic an event that would be the consequence of some action taken by an agent external to the network.

An external event might be a simulation of a real world interaction such as user input or a power outage.

External events are extremely important in network simulation. Isolated behavior can often be mathematically proven to be correct, efficient or another metric that might apply to the situation. On the other hand proving these properties when under the influence of extraneous agents is often impossible. Simulation can provide valuable metrics on the behavior of the network under such influence if such events can be mimicked, which they can through the use of a Control object.

The final role of a Control object that we will approach here is the observer role. Controls are the only tool provided by the simulator to take information from the network while the simulation is running. Because they have full access to the network, controls may be scheduled to be run at a predefined intervals and calculate metrics on the network state.

Access to protocol internal variables is often used by controls to calculate the simulation progression and may later be used to compare different simulations or different setups of the same simulation.

### 3.2.4 Event Simulator

The Peersim simulator supports another type of simulation engine. The Event Driven Simulation engine extends the concept of the simulation making it more realistic than the Cycle Driven engine. In an Event Driven simulation nodes interact with each other through events, an abstract concept that represents outside information for a node to act upon.

The event object is an encapsulation of information that is delivered to a node at a predetermined time.

In Peersim events are scheduled to be delivered to a protocol in a node. Events therefore must contain the information for the protocol, the destination node of the event and the protocol ID to receive the event.

The remaining field in a event object is the time at which the event should be processed. As it is stated in the Time section, Peersim supports a model of arbitrary monolithically increasing time model. In an Event Driven Simulation the flow of time is implemented through this field in the event object. The simulation clock is updated to the time the next available event is set to occur.

Events are processed by calling a method on the selected protocol of the node defined in the event. The method receives the information associated with the event, alters the node internal state according to the logic defined for the simulation and possibly schedules events for other nodes in the network.
The distributed event simulator is the core engine of DIPS. The distributed event simulator shares much of the functionality with its centralized counterpart implemented in Peersim.

A simulation is composed of two main parts, the initialization and the event processing loop.

**Initialization**

The initialization phase creates the network. The network consist of the structures that allow access to nodes and protocols. The distributed network differs from the traditional Peersim network in that it must differentiate from local and remote nodes, and disallow local access to remote nodes. The network is a globally visible component of the Peersim simulator, this means that simulation level structures have access to it and utilize the provided methods to access nodes. The distributed network extends the Peersim network and therefore offers all services available in the Peersim simulator, most importantly random access to network nodes.

The provided random access creates a problem. Because local access to remote nodes is not available it would be required that all structures accessing the network know in advance if a node is remote or not. We believe this would cause an unnecessary burden on the simulation implementer, as well as create a an incompatibility layer with code written to the Peersim simulator, that could be avoided. The distributed network is design to offer a transparent layer to all components that is unaware of the distributed characteristic of the simulation, these components view local nodes as the complete network and access them through original Peersim APIs. Components aware of the distributed characteristic of the simulation have access to methods that expose the entire network.

To summarize, old code and naive implementation may iterate over local nodes, while more complex, network aware components can view the entire dimension of the network and differentiate between local and remote nodes.

The next step of the initialization is to run initialization components defined in the configuration files. Initialization components are executed exactly as in Peersim, they initialize values and create links. Initialization...
components are particular cases of control components, just like these, they only have access to the local network. Access to nodes outside the local network is not possible, however being specialized controls, initialization components have access to the Control Communication API.

The final step of the initialization process is to load control components defined in the configuration. In Peersim control components are executed through scheduling, the configuration defines when a control should be executed in relation to the global time variable. In Peersim the global time variable is also the global time of the simulation. In DIPS there is no global time, each instance maintains a local time and there is no effort to synchronize clocks, instances added in the middle of a simulation will have completely incoherent clocks when compared to the other instances. The lack of global time was a decisive factor for the design decision to have control components be local instead of global. Each control component will run according to the defined scheduled in relation to the local clock, this component is expected to only alter the state of the local nodes.

Control components are cannot effectively control the simulation if they are only able to affect the local state of the simulation, for this reason we introduce Distributed Controls that have access to the Control Communication API. Distributed Controls may register a name in order to receive messages, whenever a message is received, the destination control is executed. We have defined a new execution method for control through message passing, in addition to the scheduling.

**Event Processing Loop**

The message processing loop serves as a centralized event loop that guarantees sequential processing of the simulation events. When considering simulation events we think further than the messages passed between
nodes of the simulation. Simulation events processed by the Event Processing Loop include node to node messages, control to control messages through the Control Communication API and scheduled control executions.

Control events, both scheduled and message triggered, take precedence over the node-message processing and therefore are processed at the beginning of each stage of the Event Processing Loop, the execution of control events is discussed in the Control section.

Each stage of the message simulation loop corresponds to one clock tick, in each stage the simulator performs three tasks. First all control messages that have arrived since the last tick are processed this involves calling the `messageReceived` method of the control with the message, the control is then able to manipulate the simulation at will, e.g. create a checkpoint of the current simulation stage. After all control-messages have been processed the second task is to call the `execute` method of all control objects scheduled to be run at this tick. The third and last task of the loop iteration is to process the first message in the queue, this is done by calling the `execute` command of the message destination protocol of the message destination node.

### 3.2.5 Cycle Based Simulator

Cycle based simulation consists in iterating through all the nodes and allowing each one to execute logic one time for each cycle. Peersim simulations are primarily cycle based.

Unlike event based simulation, cycle based simulations do not have a native asynchronous interface for communication between nodes. Peersim simulations make extensive use of shared memory constructs to simulate interaction between nodes. The distributed nature of DIPS makes it hard to provide shared memory mechanisms.

Any shared memory mechanism, even if asynchronous, would require constant migration of nodes between instances which would create too much of a burden on the simulation speed. DIPS architecture provides cycle based simulation on top of the event simulator.

A node implementation for the cycle based simulator should extend an internal node implementation that
executes the code when receiving a message. An internal cycle control schedules node execution at the beginning of each cycle by sending a messages to each local node.

The cycle control uses the simulation synchronization to guarantee cycle synchronization, i.e. each cycle is executed in parallel throughout the network but synchronized at the beginning, every instance must wait for all others before starting a cycle.

Given that in a cycle based simulation there is no simulation level mechanism to handle message passing, we offer a semi transparent shared memory proxy layer. Inter-node communication is possible through this layer. Nodes may access public methods of their neighbors through a proxy that converts this call into messages delivered to the event loop.

There are two types of calls. Methods that do not have a return value use a fire and forget mechanism, once the method is called, the message is sent and execution of the method on the destination node will happen eventually.

Nodes that call methods with a return value must have a mechanism to wait asynchronously until that value is available. DIPS should offer a Future primitive as a return value that would permit waiting for the return values of several asynchronous methods at the same time.

Eventually the code will have wait the availability of the return values. The simplest solution would be to wait asynchronously for the result of the message. This creates large performance drop in the simulation due to the round trip times and would require a separate queue to process asynchronous method calling messages in order to avoid deadlock, this queue would require internal synchronization mechanisms to avoid race conditions as the event loop is centralized. Another drawback is that the called methods would not be able to recursively call methods in other nodes.

The better solution would be to use couroutines. By saving the stack, the program could be continued when the value becomes available, transparently to the user. Unfortunately until the JVM provides native coroutines mechanism, implementations of coroutines in Java and Scala (delimited continuations) focus more on the simpler abstractions such as generators and lack the possibility to resume full stacks. This requires simulation implementations to have full knowledge of the couroutines constructs and use them explicitly in every stack point up to the simulator call.

A solution that sits in the middle of the two proposed above in terms of simplicity and transparency, is to pass high order functions to the wait method of future objects or lists of future objects. This methods would then be called when the values become available. Scala users may pass anonymous functions, while Java users can pass anonymous classes (for instance implementing the functionN interfaces available from the Scala-Lang library). This solution gains in simplicity what it lacks in transparency which we believe is an acceptable trade-off, particularly because a completely transparent solution might hide the asynchronous complexities resulting in deadlocks and race conditions.

Until coroutines are available in the JVM as native construct, complete with full stack switching, we leave the decision on how to implement the asynchronous method calling API to the implementation.
3.3 Advanced Features

The last component of DIPS is actually a loosely coupled group of small components, as it is shown in figure 3.13.

Some of these components serve as a base to others, such as checkpointing, while others act independently, like bounded divergence. What they have in common, is their purpose. All components alter the basic execution of DIPS in order either improve performance or to correct some fault that arises from DIPS distributed characteristic. In this section we will describe each one.

Algorithm 2 Message Bundle

#### Bundling of messages

Pseudo-code on the implementation of the message bundling.

```python
class MessageBundle:
    constructor: (size) ->
        this.size = size
        this.messages = new Buffer size

    #Add message to the buffer, return true if the buffer is full.
    add_message: (message) ->
        this.messages.append message
        return this.messages.size >= this.size

    (size) ->
        #Join the network.
        dht = new DHT(contact = 'ip:port')

        #Initiate message bundles in instance stubs.
        for instance in dht
            instance.mb = new MessageBundle size

        #Execute while there are messages outstanding.
        while message = receive_message()
            #Find the message destination.
            instance = dht.route message

            #If bundle is full, send messages and create new buffer.
            if instance.mb.add_message message
                instance.flush_mb()
                instance.mb = new MessageBundle size
```

3.3.1 Message Bundling

Message bundling is one of the most important advanced features of DIPS. It is a simple mechanism but one that is essential to the performance of the simulator. It consists of buffering the output of the simulator, preventing the
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congestion that a very large number of outbound messages would create.

Simulation messages must be passed between instances. In a reasonably fast simulator the number of outbound messages can easily reach thousands per second. Sending every message through the network individually places burdens on:

- The communication link — A large number of messages being transferred through the network incur an overhead for each message such as headers, multiple connections, latency for each separate communication.
- The CPU that must process every incoming message — Every message must be serialized and deserialized to be transported, well implemented serializers may be able to optimize (de)serialization if large amounts of messages are transferred together.
- The synchronization algorithms on message queues — Every time messages are transferred from the Post Office to the simulator, thread level synchronization is necessary. This stops the simulation for brief amounts of time that might be bundled together.

Due the number of messages to be transferred between nodes, messages are buffered inside the Post Office before being sent. Messages are sent once a predetermined amount of buffered messages is stored or a predetermined amount of time has passed.

Messages are stored together grouped by destination, once the storing limit for a given destination is reached all messages for that destination are sent in a bundle.

The limits are configurable by the simulation implementer, larger bundles may exacerbate the problem of local clusters defined in the Bounded Divergence algorithm (see section Bounded Divergence), while small limits will lower simulation performance. It is up to the simulation implementer to know how much localized delay the simulation may handle without losing realism.

Most simulations should be able to handle delay in the distributed simulation transparently, using message bundling together with bounded divergence, i.e. delivering messages on request instead of when they are generated.

3.3.2 Bounded Divergence

Soft Bounded Divergence Protocol

Bounded divergence is a mechanism that allows the simulation creator to define the maximum “latency” the simulation can tolerate.

Asynchronous message passing creates unrealistic clusters of simulated nodes whose messages have much lower latency than messages from remote nodes. As locally generated messages are immediately delivered as opposed to remote messages that are bundled together to minimize the strain on the network. This bundling of messages may result in unrealistic latency that we wish to minimize.
#Algorithm 3 Bounded Divergence

Example code of a class to handle the message queue implementing the **bounded divergence** algorithm.

class MessageHandler:
    constructor: (bound_limit, dht) ->
        #The limit of divergence allowed.
        this.bound_limit = bound_limit
        #The network abstraction.
        this.dht = dht
        this.message_queue = new Queue

        #Global object containing the local simulation time.
        current_time = Globals.time

        #Set each instance clock to the current simulation time.
        for instance in dht.instances
            instance.last_seen = current_time

        #Method to be called in order to add a message to the queue.
        add_message: (message) ->
            this.message_queue.enqueue message
            origin = this.dht.route message

            #The *last_seen* field is updated to the current time.
            origin.last_seen = Globals.time

        #Method to be called to get the next message.
        retrieve_message: () ->
            current_time = Globals.time

            #Filters the network list leaving only the ones that have not sent messages
            #for longer than the limit.
            over_the_limit = dht.instances.filter (instance) ->
                difference = current_time - instance.last_seen
                return difference > this.bound_limit

            #Retreive any available messages from those instances.
            #This **blocks the simulation** until all responses have arrived.
            for instance in over_the_limit
                instance.get_messages (message) ->
                    this.add_message message

            #Return the next message to process.
Minimization is guaranteed by processing all outstanding messages within a given time frame. All simulation instances maintain an event counter and a vector counter with one entry per simulation instance including the local one. The event counter must not be more than N events (where N is defined in the simulation configuration) ahead than any of the values in the vector counter. The event counter is updated every time an event is processed. Each vector counter is updated to the current event counter value when, either a message bundle is received from that instance or a request is made to that instance for new messages, which the simulator must do in order to proceed when the event counter reaches the N barrier.

**Strictly Bounded Divergence Protocol**

The Soft Bounded Divergence Protocol is unable to completely prevent simulation instances to process events at a different rate. It guarantees that all messages generated during an interval of events for nodes localized in a specific instance are delivered within that interval. If any of the instances is either too slow or processing a larger number of events, it is possible that the messages for a given instance are created at a lower rate in this instance than in the others. As a result the messages generated at the slower instance will be consistently older than the ones generated elsewhere.

We introduce here a different protocol, instead of simply correcting the Divergence Protocol previously described. We do it for three reasons. It is not necessarily true that a protocol requires all of the simulator instances to run at the same rate, divergence in event processing speed can be an important factor in peer-to-peer protocol testing. It is also worth noting that in order to guarantee similar event processing rates in every instance, the simulator instances must run at the speed of the slowest instance, which is unacceptable in long simulations. Finally the DIPS simulation engine already makes an effort to guarantee load balancing (see Load Balancing) between differently-able instances.

It may, however, be necessary to guarantee a synchronization between all instances mainly for protocols that require communication between simulated nodes to always occur within a predefined interval.

The Strictly Bounded Divergence Protocol creates event intervals delimited by the bounded divergence parameter, i.e. if the bounded divergence parameter is 1000 then interval 0 would be from event 0 to event 999, interval 1 from event 1000 to 1999, etc. To guarantee synchronization between instances an instance may not move to a different interval without contacting all other instances for new messages and must wait until all messages generated locally in the last interval have been processed in the network, i.e. to move to interval 3, an instance must have confirmation that all messages it generated during interval 1 have been processed and all messages generated as a result have been delivered.

This will create a deadlock. To solve the deadlock, an instance will process all incoming messages it has procured within the current interval even if it must process more events than the ones defined by the bounded divergence parameter. However in order to guarantee fairness in the processing queue, messages generated by events processed in interval N after the bounded divergence limit will be tagged as N + 1.
### 3.3.3 Node Migration

**Algorithm 4 Node Migration**

```javascript
class Migrator
    constructor: (dht, local_nodes) ->
        this.dht = dht
        this.local_nodes = local_nodes

    on_network_update: () ->
        transfer_nodes = this.local_nodes.filter (node) ->
            dht.route(node) isnt 'local'
        node_migrations = local_nodes.aggregate (node) -> {dht.route(node): node}
        msg_migrations = msg_queue.aggregate (msg) -> {dht.route(msg): msg}
        migrations = node_migrations.merge msg_migrations, (destination, node_list, msg_list) ->
            {destination: (node_list, msg_list)}

        for destination, msg_node_pair of migrations
            dht.send MIGRATION, msg_node_pair, destination
```

Node migration is the core process that allows the DIPS simulator to dynamically respond to changes in the network. Node Migrator is a module behind load balancing (see section 3.3.4), instance detachment (see section 3.3.6), failure and dynamic network extension.

The organization of the network as a distributed hash table guarantees that changes in the network require only minimal changes to the nodes distribution. This organization requires that nodes may travel through the network from instance to instance. The instance responsible for each node depends on network composition at each instant. Whenever there are changes in the network composition, some nodes will be assign to new instances and, therefore, must be migrated to their new owners.

Node migration requires serialization and transfer of the nodes from their previous owner to their new owner. The non-deterministic nature of the simulation permits that this migration may be executed during live simulation, *i.e.* once the a node is assign to a new instance the transfer of that node may be executed in parallel with the simulation, so long as there is a guarantee that the node will arrive at the new instance eventually. Messages destined to the node, arriving still at the old instance, will be forwarded to the new instance. Messages arriving at the new instance before the node is ready, will be delayed until the node is ready.

### 3.3.4 Load Balancing

As we have seen, nodes in the network may be assigned to simulation instances according to the hash value of their ID, using a CHORD like DHT, or using a simple round robin algorithm.
The distribution of nodes throughout the network must be balanced in order to take full advantage of each instance CPU. The round robin algorithm, and the consistent hashing used in the DHT provide an initial version of load balancing. This, given the importance of performance, is not enough. We present here an algorithm to balance the load in an heterogeneous network, that may be composed machines with different hardware and different performance capabilities. This algorithm is based on empirical data gathered live during the simulation.

This distribution may not be fair when only a small number of simulation instances are in use. For example, if only three simulation instances coexist in the network and their hash values happen to be very close in the DHT circle, one instance will be overburdened with most of the nodes, while all others will have very little work.

DIPS has an adaptive algorithm to correct this situation as well as any other situation where an instance is unable to cope with its workload at the speed of the others.

We take advantage of the semantics in the IDs of the simulated nodes. Simulated nodes have a numeric ID identically distributed between 0 and N. The capacity of a simulation instance to handle its assigned work, is defined as a value between 0 and 1, where 0 means it is unable to handle any work, and 1 means that it processes work either at the same rate or faster than any other instance. In order to guarantee an effective load balancing, the DIPS simulation protocol takes this value into account when routing messages. Simulated node responsibility varies during the simulation runtime according to this value.

Instead of simply calculating the hash value of the node, and setting the responsibility to the simulation instance with the closest lower hash value, the protocol requires that a different DHT be created for each node. To create each node’s particular DHT, we must filter out all instances that can not be responsible for this node. Only the instances that verify the following formula are considered in the DHT, guaranteeing that overloaded instances become responsible for less and less nodes until they reach an acceptable work rate.

\[ \text{NodeID} < \text{NumberOfNodes} \times \text{InstanceWorkCapacity} \]

A proposed implementation for the workload indicator for each instance is a measurement of the idle time in each instance. This is possible because a lightly loaded instance will spend a greater amount of time waiting for messages from other instances, while an heavily loaded instance will have to many events to process.

\subsection{3.3.5 Checkpointing}

Checkpointing is the process of saving simulation state. This process is non trivial because it requires synchronization between all instances in the network so that the saved state is coherent. A saved state can serve as a snapshot to be analyzed later and, more importantly, it serves as point where the simulation can be restarted if necessary.

Checkpointing is executed in a synchronized fashion, at each individual instance. It would be better if each instance could perform checkpointing individually and asynchronously however that would require a process to revert changes which would be a burden on memory, greater than full synchronization is on processing speed.
Figure 3.14: The Checkpointing Protocol
In order to guarantee that the process occurs synchronously, the simulation coordinator, as previously defined, solely controls the process. It requires every instance to stop processing, achieve a synchronized state and then perform checkpointing.

The simulation coordinator sets the period of checkpointing as mandated by the configuration options, in relation to its internal clock, corrected of the load balancing factor, i.e. the configuration defines that a checkpointing operation should be executed every $N$ ticks. If the load balancing factor for the simulation coordinator has been calculated to be $1/L$, this means the simulation coordinator will initiate the checkpointing operation number $X$ whenever its internal clock is greater than $X \times N/L$.

The choice to only account for the simulation coordinator internal clock guarantees that its not necessary to maintain a dedicated line of communication between all instances only to strictly obey to the configuration mandate. The load balancing factor has enough information that we can expect checkpointing to occur within a period close to the ideal clock time, defined in the configuration, as measured by the fastest instance.

The process of checkpointing is started by the configuration simulator when its internal clock overcomes the number previously defined. Initially the simulation coordinator contacts all instances requesting that they initiate the checkpointing procedure, every instance must comply and will acknowledge as soon as the operation has been successfully completed. When all instances have acknowledged, the simulation coordinator contacts every instance allowing for the simulation to be resumed. It is important to note that instances must only resume normal simulation when there is a guarantee that all instances have already performed checkpointing, otherwise their state may become unsynchronized.

From the point of view of a regular instance the process is initiated at the moment when a CHECKPOINTING message is processed (not received, see synchronous control). The instance immediately stops processing messages, incoming and outgoing queues are frozen, which results in incoming messages to be rejected. The instance then awaits acknowledgments on all sent messages. If any of them are rejected, they are placed back in the outgoing queue. At this point, incoming and outgoing message queues, node and controller states are serialized and saved to disk. Depending if, and how, replication is configured replication steps are also performed. The instance then waits for a resume message to arrive.

The modularized nature of the DIPS simulator allows checkpointing to be implemented as a predefined control structure, to be executed at the simulation level rather than the simulator level. It results then, as an extra feature, that a simulation creator might want to run a more time efficient checkpointing protocol, he is free to do so.

### 3.3.6 Instance Detachment

Simulations may take a long time to process, this is specially true in the case of a DIPS simulation as its size is the main reason to use this simulator. During a very large simulation it may be necessary for the network composition to change, instances may require to be disconnected from the network.

The network component was design with encapsulation in mind, and this is one case where this encapsulation is particularly useful. Detachment may occur during any point in the simulation, it does not require coordination
Algorithm 5 Instance Detachment

```python
class Detacher:
    def detach(dht):
        confirmations = dht.broadcast(DISCONNECT)
        dht.self_disconnect()
        #migrator.on_network_updates is called
        #wait for broadcast confirmations before exiting
        confirmations.wait()

    def on_new_message(msg):
        destination = this.dht.route(msg)
        this.send(msg, destination)
```

For an instance to be able to leave the simulation without stopping it, it is necessary to make a few changes to the simulator and network component. First the simulator must handle messages that are not destined to any node present at the local instance. This messages must be re-routed. They might have been destined to a node that was held by the local instance but has been migrated since. They might also be destined to a node that has not yet arrived. The second alteration is that node migration must be triggered as soon as an instance disconnects.

This covers only voluntary disconnection. The protocol requires migration of nodes from the disconnecting instance to other instances in the network, before the disconnection actually occurs. Failure can be handled through another feature, reinitialization.

3.3.7 Replication

Replication is an optional feature of the DIPS simulator. Replication extends checkpointing so that simulations can be restarted from the last checkpoint. Even if the one or more of the instances are no longer available. Replication also permits hot restarts. Hot restarts happen when one of the instances dies before the detachment protocol can be completed. During an hot restart the replicated checkpoint of the now dead instance is unpacked and distributed through out the remaining instances in the network.

As with checkpointing, replication is offered as a simulation level protocol that is offered by the simulator but that can be overwritten in any simulation.

The offered replication implementation simply replicates checkpointing bundles to the closest instances in the DHT. The number of replicas can be configured in the configuration file. The number of replicas can also be considered as the number of instances that can fail within the restart period, in the worst case scenario, without the simulation state being lost.

Although it would be possible to maintain a live replication (i.e. keep instance state replicated throughout the
simulation and not only during the checkpointing phase) we considered that this would prove too much of a burden on both performance and memory utilization to be an acceptable option. As a result, replication is only as effective preventing repetition in the face of failure, as the rate at which checkpointing is performed. We have already seen that the synchronous characteristic of the checkpointing process can be quite burdensome to the performance of the simulation, thus also placing limit on the effectiveness of replication. The greatest advantage replication is to guarantee that a lengthy simulation can be resumed from a point close to the point of failure, not necessarily to avoid all repetition.

A predefined replication controller is available to all simulations and is initiated when the corresponding configuration property is set. The controller is scheduled to be executed as soon as a checkpointing bundle is created. The replication controller then contacts the next $N$ instances in the DHT, $N$ is defined in the configuration file. Streaming TCP connections are created between the instances, as checkpoint bundles may be too large for the available memory space, the simulator is configured to regularly flush the output of the connection to disk. As soon as the transfer of the bundles is complete the replication process is also complete.

3.3.8 Reinitialization

Reinitialization allows simulations to be interrupted at any moment and later be restarted from the last checkpoint. Checkpoints are the snapshots of the simulation, taken during a synchronized state. With this snapshots, it is possible to resume the simulation from that synchronized point.

In a distributed system, the largest the pool of resources, the more likely one component will fail. Failure in DIPS is handled rather naively through reinitialization, checkpoints alone take a long time to performed, time during which the simulation must be paused. Other failure prevention methods would require memory overheads that collide with the principal DIPS objective to require the smallest possible memory overhead when compared to Peersim.

Each checkpoint package contains part of the simulation. By restoring each of the packages the network can be recreated as it was at the moment of the checkpoint. Reinitializations are executed at the request of the coordinator. The coordinator will issue this request on one of two occasions:

- After one instance has failed and the simulation cannot proceed, this is called an Hot Restart.
- When the user explicitly requests it.

Requests for reinitialization must contain the identification of the checkpoint. As previously stated a checkpoint has an unique identifier defined as concatenation of the hash of the configuration file with a random string generated at the moment of the checkpoint. This identifier must be transmitted whenever a reinitialization request is explicitly generated. It will be selected by the coordinator as the identifier of the last successful checkpoint, in the case of an hot restart.

When performing a reinitialization the coordinator will issue a restart command to each instance, holding the checkpoint identifier. All instances receiving the command will search their paths for checkpoint packages that
match that identifier.

It is not necessary that all instances have a checkpoint package to restore, a simulation might have been stopped and restarted with a larger number of instances. An instance might also have more than one package matching the checkpoint identifier. For this reasons all instances must report back to the coordinator all the package IDs found in their path. The coordinator will select one instance for each unique ID, and request that those instances restore the selected packages.

At this point the simulation will continue normally. There is however one extra step that all instances that perform restores must take. It is unlikely that all nodes and messages restored at a given instance belong to that instance, actually this would only be possible during an Hot Restart if one of the instances had failed but rejoined the network before the Hot Restart. As some nodes will probably have been restored in the wrong instance, it is necessary for those instances to perform a migration, in order to move nodes and messages to the correct instances.
4 Implementation

4.1 Technologies

4.1.1 JVM

The DIPS prototype was built on top of the existing implementation of the Peersim simulator. This allowed the implementation to focus on the distributed characteristics of DIPS and use part of the already implemented simulation code.

The Java Virtual Machine was chosen as the development environment for the DIPS prototype. The JVM was a natural choice as Peersim is implemented in Java. Nonetheless the JVM offers unmatched cost-benefit relation in terms of performance versus simplicity of implementation.

4.1.2 Scala

Scala is a language that compiles to Java bytecode. The DIPS prototype was developed in Scala as it offers modern language features the current Java specification (Java 7) lacks.

Scala is in its core a functional programming language. Anonymous functions, pattern matching and list comprehensions are first class features of the language.

As the DIPS prototype was built extending Peersim functionality, it is important to understand how interoperability between Java and Scala works. Interoperation between Scala and Java code is seamless, compiled Scala code is indistinguishable to the JVM, from compiled Java code. This means not only Java classes are accessible as is to Scala code, but also Scala classes, public methods and variables are accessible to Java code. As it was possible to extend Peersim functionality using Scala, in the future it is possible to extend DIPS functionality using Java.

Although there is no room in this document to explain Scala syntax and language features we will highlight some of it, which will help to understand the next section.

There are some types in Scala that have equivalents in Java which can be more familiar to the reader. Unit is the Scala alternative to Java’s Void. It serves the purpose of representing nothing. The other important type in Scala, for our presentation is Any. While there is no equivalent in Java to the Any type, the Java’s Object type equivalent in Scala is AnyRef. Any is a superclass of both AnyRef and the basic types. Finally a trait in Scala is the equivalent of an interface in Java, although Scala supports multiple inheritance and does it, by allowing implementors to add code to traits.

It is also important to describe pattern matching to understand the choices made regarding communication. Pattern matching is an extension of a switch case expression. Instead of being limited to equality testing, pattern matching can automatically perform type checking, unboxing and casting, all of it in a simple syntax. Because type checking is an expensive operation and pattern matching is a primary feature of the Scala language, Scala has implemented a special construct to create classes optimized for pattern matching, the case class. A Scala
Actor is a particular type of class that implements the actor model. The actor is an event loop that processes messages as they arrive. The DIPS prototype implementation uses both RemoteActor, actors that can receive messages from remote instances and local Actor. The only difference between the two is that the RemoteActor must be registered as service, so that the main event loop implemented in the Scala library knows how to deliver incoming messages.

An Actor main form of communication is through asynchronous message passing, however the Scala library also provides abstractions to do synchronous and asynchronous request/response calls.

![Class diagram](image)

Figure 4.1: Class diagram, a simplified general view of DIPS

### 4.2 Prototype

The DIPS implementation follows the architecture closely. Where the architecture presented three main aspects, the prototype is composed of three threads of control each one mapping to the respective aspect. The simulator and the DHT map directly to the Simulation and Network aspect of the Architecture. The Coordinator is a controller thread that guarantees all instances act in time and in synchrony, when necessary. The relation between the components is demonstrated in a general, simplified class diagram of DIPS, showed in figure 4.1.

In this section we will go through all three components and try to give an overview of their role. We will also focus on protocols and behaviors that have derived from the implementation and that are not present in the architecture.
4.2.1 DHT

The general diagram of DIPS in figure 4.1 shows that the DHT is present in almost all steps of DIPS execution. It is created even before the Coordinator and is started by the Coordinator. From this point on, all components that need network communication go through the DHT class.

The DHT class is the front end, responsible for network communication. It offers three main methods:

send(Routable)
sendTo(Any, Uri)
broadcast(Any)

The send method takes a message, from which it can extract an address through the routing method, and calls sendTo. An Uri is a tuple storing the address of a remote instance, an ip and a port. broadcast and sendTo are self-explanatory.

Most of the code in DHT is specific to DIPS and some of it breaks the isolation that is defined in the architecture, for this reason general network code was pushed to a superclass, PostOffice.

The PostOffice class extends the native Actor class in Scala and is the primary receiver of network communications. It was important to separate this from the network, the DHT class extends the PostOffice class.

PostOffice only understands two types of messages, RoutingEvents and anything else. Both of them are delivered to the DHT. The timing to deliver these messages is different, the routing events are delivered immediately on arrival and the processing code is run on the PostOffice thread (the PostOffice is an Actor therefore runs on its own thread). The other messages however are stored in a buffer and are only delivered on request.

The instance class is a proxy to a remote instance in the network. It holds information on the remote instance, such as the ip and port. It also maintains an actor to handle communication offering one method:

!(Any)

The ! is the standard method name for sending messages to actors in Scala. This method sends the message asynchronously guaranteeing that it will eventually arrive.

Services

Broadcasting in the prototype is achieved by sending the message to all instances in the network. Given the small number of instances this is not too much of a burden on network performance.

Broadcasting could be implemented by cycling through the network, using flooding or other type of algorithm, it was our view however that broadcasting is not scalable therefore it is better to take advantages of this mechanism when the number of instances is small. At the same time, use as little as possible so that scalability can be achieved through other methods when it is needed.

The network implements a simple publish/subscribe protocol to ease the communication with external modules that require arriving messages to be immediately delivered.

There are two special type of classes to use in the publish/subscribe protocol:
Additionally there is a companion method in the network class that allows an actor to subscribe to publications with a given name:

```scala
subscribe(name:Symbol, actor:AbstractActor)
```

This protocol is currently used by the coordinator actor, presented in section 4.2.2.

**Communication Types**

Routing events, types implementing the trait `Routing`, are types dedicated to the management of the network. The class diagram that shows the relation between these type is shown in figure 4.1. These types carry information regarding network actions. The available routing events are:

```scala
case class Connect(uri:Uri)
case object Disconnect
case class Announce(uri:Uri)
case class RequestMessages(uri:Uri)
```

`Connect` and `Disconnect` serve the purpose of respectively connecting and disconnecting from network. `Announce` carries information about a newly connected instance to the network, information that is sent to other instances so that they can update their routing tables.
RequestMessages, requests messages from other instances when the simulation is idle. From the architecture, it should be outside the network, as the network should not be able to understand what a message is. The simulation message queue was, however, moved inside the network for performance reasons, therefore this request must be handled at the network level.

The Message class is a particular type that is bounded to the simulator, a message is information sent from one simulated one to another simulated node. In the simulator section we will see how a message is composed, to the DHT a Message is just a subclass of Routable, and as such it can be routed to a particular destination.

Extended features

Although the architecture has the message bundling organized under the advanced features aspect, in terms of implementation it becomes simpler to directly place the message bundling features inside the instance class. This way it is possible to extend the instance class overloading the ! method. This way it is possible to intercept sent messages and place them in a buffer until send conditions are met. As a result all the messages are sent together.

Although it is not part of the DIPS architecture to offer any type of clock synchrony, for testing purposes we decided to implement a rudimentary protocol. This is a very simple protocol that tries to reduce the clock delay between heterogeneous hardware, early testing indicates that clock error stabilizes at about 100ms after synchronization.

This is a maintenance feature, as such it is important that it does not affect DIPS performance with extra control messages. The synchronization protocol consists of only two control messages piggy-backed on the connection control messages. A connecting instance asks the instance it is connecting to, what is the current network clock is, it receives the value back tries to approximate the round trip time and sets its own network clock to the resulting value. The formal algorithm is described in Algorithm 6.

**Algorithm 6 Clock Synchronization**

**Connecting Instance:**

\[
\begin{align*}
\text{initialTime} & \leftarrow \text{getCurrentTime()} \\
\text{delay} & \leftarrow \text{sendConnect(initialTime)} \quad \text{(receive delay as response)} \\
\text{rtt} & \leftarrow \text{getCurrentTime()} - \text{initialTime} \\
\text{setDelay} & (\text{delay} - \text{rtt}/2)
\end{align*}
\]

**Receiving Instance:**

\[
\begin{align*}
\text{delayedTime} & \leftarrow \text{receiveConnect()} \\
\text{delay} & \leftarrow \text{getCurrentTime()} - \text{delayedTime} \\
\text{reply} & (\text{delay})
\end{align*}
\]
4.2.2 Coordinator

The Coordinator is a class that, like the DHT, extends the Actor class of the Scala library. As we can see in figure 4.1, it plays a central role in the organization of the instance. The coordinator is initiated when the prototype starts, coordinating both the simulation and the network from there on.

The Coordinator starts the DHT, and contains the logic to coordinate instances. Contrary to what the architecture may lead to believe, particularly in the advanced features section, most of the advanced features of DIPS require either strong coordination or actual synchrony.

In this section we present some of the coordination protocols we implemented in the prototype. The token negotiation permits assigning a master to the network, capable of taking centralized decisions. Synchronized state is the protocol to pause a simulation in a state that is synchronous, which is necessary to create checkpoints. Termination is a way to terminate a simulation when there are no more events to process.

Termination

Simulation must stop at some point, this is simple in Peersim because the simulation may stop as soon as the event queue is empty. Achieving a termination state in the DIPS prototype is a non-trivial task due to its distributed nature.

A simple termination protocol could be described as:

- Instances inform the master of their willingness to terminate.
- Master sends termination command.

Unfortunately, data may be lost in the wire. It is possible for instance A to be empty, inform the coordinator, than instance B becomes empty, and also informs the coordinator. The coordinator issues the terminate command, however in the meantime instance A has received data that was sent by instance B before it had became empty. A correct algorithm must abort the procedure when this happens.

An intuitive solution is that whenever an instance that was previously empty receives new data it also informs the coordinator. This solution still suffers from desynchronization, the coordinator may still issue the terminate command before receiving the update on the instance’s status.

The protocol implemented by the DIPS prototype is based on the three-phase commit protocol. We add an extra step, before issuing the terminate command, the coordinator issues a prepare to terminate command, upon receiving this command, the instance must stop accepting messages, making sure all outstanding messages remain at the origin, and guaranteeing no message is lost in the wire. The coordinator must then wait for a positive acknowledge from all instances in order to terminate, if any instance replies negatively, implying that it has outstanding messages to either process or deliver, then the coordinator sends an abort command to all other instances and simulation continues normally.
Token Negotiation

Token negotiation was briefly referred to in the architecture. In a distributed network there are always decisions that must be centralized either because it is not possible to take them in a distributed manner or because it would be too expensive to implement a distributed protocol for a simple use case. This is why we have left open the possibility for the network to be controlled at a given point by one central instance.

In the prototype, this centralized behavior is necessary on three occasions. One of them presents itself immediately. Because the simulator is composed of several instances, it must create the network before starting the simulation. When and which simulation to start is a decision that should be centralized. The prototype does this taking advantage of the token protocol, in figure 4.3 there is a representation of how two instances negotiate the token, when one of them wants to start a simulation but does not hold the token.

The other occasions when the token protocol is necessary happen during the execution of the simulation. Only the master instance may pause a simulation to achieve a synchronized state. And finally, when a new instance enters a running simulation it is the master instance that instructs the new instance to initialize internal state to join the simulation.

4.2.3 Simulator

The simulator is a class responsible for the simulation. The actual class name is \textit{DEDSimulator}, which stands for Distributed Event Driven Simulator. We called this section simulator because in the prototype the \textit{DEDSimulator} is the only available simulator.

Although the architecture calls for two simulators, the implemented one and the cycle based simulator, we considered that the event driven one was enough to prove the correctness of DIPS, and given the limited time available for the implementation it was preferable to implement more advanced features than, duplicate work,
creating another simulation engine.

**Distributed Event Based Simulator**

Figure 4.4 shows that the *DEDSimulator* contains a list of controls and a network, which is a collection of local nodes, and has access to the DHT. It would be expected that the simulator would also hold a message queue, however the message queue was moved inside the DHT for performance reasons, this way incoming messages can be placed directly in the queue on arrival instead of being buffered and later moved to the queue.

The simulator implementation follow the architecture very close, there are only two main differences that come from the distributed nature of the simulation, from which it was not possible to insulate the simulator.

The first particular case in the simulator implementation, is how to handle pausing. The simulator uses signals and the *DistributedSimulation* class to communicate with the coordinator. When the coordinator places the simulation in a paused state, the simulator will be blocked at the initial stage of the event loop. When the simulation is resumed the coordinator signals the simulator to continue.

During the paused simulation phase, the simulator is not completely paused. Controls may use this time to perform maintenance tasks, so while the simulation is paused the simulator maintains a loop running event driven controls, i.e. controls that receive messages from other controls.

The other case happens when the queue runs out of messages. The simulator, before blocking while waiting for new messages, asks the DHT to send out *RequestMessages* messages in hope that there might be some blocked messages in the network.

**Node, Protocol and Linkable**

Node implementation in the prototype is mostly the same implementation as in Peersim. In fact the simulations implemented to test the prototype, presented in section 5.1, use the *GeneralNode* implementation provided by the Peersim runtime. The only difference between DIPS nodes and Peersim nodes is that DIPS nodes must be serializable, which is a requirement of node migration.

In the case of the protocols implementing the *Protocol* interface, we needed to change the implementation in relation to Peersim. The reason for this change is the same for protocols, for linkables and for the network. Peersim makes wide use of pass-by-reference variables, this is the case when generating a message for any given node.

DIPS is distributed and only a portion of the nodes are present in the local instance so passing the reference to the actual node would not be satisfiable. Although we could have created a proxy to make it appear that a node was actually present, for performance and memory reasons, we decided to change the signature of the *send_message* method in the simulator as well as the *process_event* method in the protocol, these now must reference the destination node by its ID which is a unique *Long* value.

This is the reason for the most of the incompatibility between DIPS and Peersim simulations. While most controls run in both, protocols and linkables must be altered to substitute direct node references with references
Distributed Network

The network suffers from a similar problem as presented in the previous message. It provides access to nodes in the simulation by either ID or index. With access by ID there is no problem, either a node is local and the network returns the node, or the node is remote and an exception is triggered. A component written for a remote simulation should be able to handle this use case.

Unfortunately the primary access to the nodes in Peersim is done using get by index. There is no way of knowing what is the index of local or remote node. While the DHT can be queried with the ID of a node to know whether the node is local or remote this is not possible with indexes.

Our solution was diametrically different than the one used in the previous section. We decided there were no grave losses in allowing get-by-index, and that there was some gain in allowing blind controls, i.e. controls that do not know they are being run in a distributed network.

Components accessing the network get-by-index method are presented with a pseudo-index that is only available for local nodes. Blind components only see the Network interface, components built to be distributed may access distributed methods of the Network class, using the DistributedNetwork interface.

Distributed Configuration

Simulation configuration is created through a configuration file with directives. These directives range from, which class to use as a node, what protocols and controls to load, initialization values for those protocols, and others. Further information on the syntax of the configuration file is available in Peersim documentation and Peersim source code.

Distributed configuration maintains the same principles of the original Peersim configuration. The configuration file is sent through the network to one of the running instances which will then start a simulation with that configuration. The shared configuration file will be responsible for the configuration in each instance as, it would on a single instance simulation.

Only two configuration directives have been created specifically to the distributed simulator. A configuration file must have the distributed keyword in order to select a distributed simulation (the DIPS simulator is able to execute non distributed simulations). The configuration file must also have a distributed.name directive whenever checkpointing is used, to distinguish between different simulations, and also, to give a meaningful filename to the checkpoint file.
Figure 4.4: Simulator Class Diagram, detail classes involved in the local simulation
5 Evaluation

5.1 Simulations

The evaluation of the DIPS simulator requires the creation of simulation definitions. DIPS usage statistics will be collected from the simulations execution.

Even though we tried to achieve maximum compatibility between simulations created for Peersim and simulations for DIPS, the prototype implementation requires the following changes to the simulation definition:

- Node must be identified by ID instead of direct memory reference, as it they are in the Peersim API.
- In DIPS, the process_event method of the DistributedProtocol interface has a different signature from the process_event method in the EDProtocol defined by the Peersim API.

We have built two specific simulations for the DIPS prototype to test DIPS features. These simulations, presented in the next two sections, will be used throughout the tests in order to collect information on the behavior of the DIPS prototype.

5.1.1 Infection Simulation

Infection is a protocol mimicking a viral infection. From a technical perspective, Infection is a simple predictable protocol, i.e. nodes never respond to messages they receive, their reaction is always forward looking.

This is not a very good protocol to test compliance, as the protocol does not break or get into an incoherent status caused by late or dropped messages. But from a performance, resource usage perspective, its predictability and tolerance to byzantine behavior makes it a prime candidate to these types of tests. It will serve as the base for comparisons on most of them.

Infection works using the following algorithm:

1. A node sends an infection message to a random neighbor.
2. A node that receives an infection message will increase its infection count by one.
3. If the infection count is higher than the limit, the node is dead, it will not send any more messages.
4. If it is lower than the limit it will select a random neighbor and send an infection message to it.

Infection will eventually end when a percentage of nodes is dead, i.e. when the last remaining message was delivered to a dead node. One of its most interesting aspect is that the number of messages sent is predictable. The configuration allows to specify how many messages a living node should send out when it receives an Infection message, we call this the degree of the simulation. The default configuration is 1 to 1 but it can be changed to any value (1 to 2, 1 to 3, 1 to $\frac{1}{2}$).
5.1.2 Average Simulation

The Average simulation is a simulation adapted from the Peersim example simulation. This simulation starts by randomly setting a value in every node in the network, then the simulation continues by getting a node to average its value with one of its neighbors.

Like Infection, Average also implements a very simple protocol, but the results are diametrically different. The Average simulation requires nodes to answer messages received, with their old value so that the sender node may also set its value to the average of both. By using this asynchronous communication protocol, the simulation becomes very sensitive to message latency.

The Average simulation converges. At a given point in time all nodes will have the same values, as long as the network is closed.

It is possible to follow the evolution of the simulation by periodically calculating the variance of the nodes values. This metric should ideally be monotonically descendant until it reaches zero. When the variance does not converge, this is an indication that the messages are being delivered with a significant difference in relation to their creation time total ordering.

5.2 Hardware Specifications

The evaluation was preformed using virtualized hardware provided by the Amazon Web Services (AWS) Elastic Compute Cloud (EC2). AWS EC2 offers a cloud based infrastructure with very quick deployment times, virtually unbounded scaling and well defined hardware specifications.

AWS EC2 offers several types of instances with varying hardware specifications. The instances used for the evaluation of the DIPS prototype where:

- **Small instance** — 32bit instance with 1.7GB of memory and a single core with 1 EC2 Computing Unit (equivalent CPU capacity of a 1.0–1.2 GHz 2007 Opteron).
- **Medium instance** — 32bit instance with 1.7GB of memory and dual core, each core with 2.5 EC2 Computing Units.
- **Large instance** — 64bit instance with 7.5GB of memory and dual core, each core with 2 EC2 Computing Units.

Tests described in this chapter were run on Ubuntu Server 11.04 running the OpenJDK Java Runtime Environment.

5.3 DIPS Simulation Compliance

In this section we will demonstrate the adequacy of the DIPS prototype to comply with the semantics and the functionality originally provided by Peersim. The first goal of DIPS is to mimic Peersim behavior, and offer a
converging simulation. No total ordering of messages is provided by DIPS, as no peer-to-peer simulation should require such total ordering. However, a simulation may expect a reasonable latency in message delivery, which we will test in this section.

Three types of tests were performed.

- Compare simulation results between DIPS and Peersim.
- Test whether network latency and message bundling generate artificial clusters in local machines.
- Test whether messages generated remotely have excessively higher latency than messages generated locally.

### 5.3.1 DIPS and Peersim Convergence

First we compare the DIPS prototype convergence to Peersim convergence. The intuition behind this test is, if the DIPS prototype produces the same results as Peersim, then the DIPS prototype can be deemed adequate as a peer-to-peer simulator. Admitting that Peersim is an adequate peer-to-peer simulator.

In Figure 5.1(a) we plotted the variance of an Average simulation of 10000 nodes where the nodes were initialized with linear values from 0 to 100. Next to it is a nearly identical graph in Figure 5.1(b) that represents the same simulation when executed by the DIPS simulator on one instance.

This is an anecdotal example that does not proof the adequacy of the DIPS simulator, but does open the possibility for it to be inferred. If one accepts that the DIPS simulator running on one instance, is architecturally equivalent to the Peersim simulator than one can accept that, apart from implementation faults, simulations that converge in Peersim also converge in the DIPS simulator running on one instance.

If simulations converge on DIPS running on one instance, the obvious question is: what does it take for them to converge when run on more than one instance. By analyzing the architecture of DIPS it becomes apparent that the message queue on each instance is key to whether or not a simulation will converge. If remote messages (messages originating in a different instance) could be delivered locally instantly then the simulation would be equivalent to a centralized one, which we have already accepted that converges.

It is the measure of how much delay remote messages have over local messages that define how well will a simulation converge on a distributed simulation. We will take measurements of this metric in the next section.

### 5.3.2 Artificial Local Clusters

We must test the DIPS prototype in relation to the creation of local clusters. Intuitively, because messages to local nodes generated locally, can be processed immediately, while messages destined to a remote instance must transverse the network, it is possible that local clusters occur.

A local cluster is a set of nodes, in the same instance that can send messages to each other with a smaller delay than to other nodes, therefore at a much faster pace. If these nodes are created, in a simulation that does
not have a bias against local or remote nodes, we should be able to see a rise in the number of locally generated, processed messages in relation with the usually expected amount.

The Infection simulation is particularly good for this test as it generates message to local and remote nodes in a predictable way. As stated in section 5.1.1 the Infection simulation generates $N$ messages per message received, where $N$ is the configured infection degree. The number of messages generated for local and remote nodes is also known. As the nodes neighbors are linearly distributed from the simulated network population and messages are sent to a neighbor chosen at random, the expected number of messages sent to local nodes is equal to the proportion of nodes in the simulated network, i.e $\frac{1}{N}$.

For the this test an Infection simulation was run in a AWS medium instance with a combination of the following variables:

- Instance Count: 1, 2, 3, 4
- Network Size: 40000, 80000, 160000, 250000, 1000000, 1500000, 2000000
- Infection degree: 1, 3, 5, 8

The simulation was allowed to execute 50000 events in each instance, after which it was stopped and the number of local and remote messages processed in each instance was saved. The total number of local and remote events processed in the entire simulation was then calculated. We can see plotting results in figures 5.1 and 5.2. Figure 5.1 shows the number of local events (to each instance) processed in the entire simulation per network size, for a simulation with degree 1.

The results demonstrate the best possible outcome, the number of local events processed at each instance is equal to the expected value, in all configurations, a fraction of the total ($\frac{1}{2}, \frac{1}{3}, \frac{1}{4}$).

In figure 5.2 the same information is plotted but for a simulation with a degree of 3. This not only confirms the previous results, it also shows the we were not in face of a problem of starvation, even when a much larger number of messages is generated than the ones processed, we still have a correct balance between local and remote messages.
Figure 5.1: Infection: percentage of local events with degree=1

Figure 5.2: Infection: percentage of local events with degree=3
This test shows that all the remote messages generated, will eventually be processed. It says nothing of when those remote messages will be processed. In the next section we will test whether or not remote messages are processed with acceptable delay in relation to local messages.

### 5.3.3 Local to Remote Message Deviation in Latency

The last test performed to show the adequacy of the DIPS simulation, tests local to remote average message latency. In a distributed simulation some messages will be destined to nodes held in the same instance, which we call local messages, while others are destined to nodes held at remote instances, called remote messages.

The test setup is similar to the one described in the previous section. The Infection simulation was run on a varying number of instances, on AWS EC2 small instances. Several configurations were tested, in a combination of different message bundle sizes, simulated network size and infection degree. All tests were run at least three times, and the values averaged. The simulation was allowed to run for 500000 events on each instance, after which it was stopped.

Whenever a message was created, the creation time was timestamped. The initial timestamp was then used to calculate the message delay when the message was dequeued to be processed. Because remote messages were timestamped in a different instance from were they were processed, we use the clock synchronization algorithm presented in section 4.2.1, to be able to compare average message delay between remote and local messages. Tests on the same machine indicate that the protocol error is close to 100ms. With each message delay calculated, the average message delay for the instance was updated. Separate average message delays were calculated for local and remote messages and were saved at 25000 events intervals.

The test configuration was created as a combination of the following parameters:

- Instance Count: 2, 3, 4, 8
- Network Size: 40000, 80000, 160000, 250000, 1000000, 1500000, 2000000
- Message Bundle size: 1, 100, 1000, 10000
- Infection degree: 1, 3, 5, 8

Ideal results would show no change between local and remote average delay in any simulation configuration. More realistic expectations would be, to have some configuration type where the difference between local and remote messages is negligible so that this information can be used in the future to tune simulations.

Results show that some of the variables in the simulation are orthogonal to the average message delay. Instance count and network size do not make a difference in the average message delay. Infection degree and message bundle size, however are responsible for greater differences in the message delay.

In Figure 5.3 we plotted the average message delay as a function of the message bundle size for a simulation with a degree of 1. The graph indicates serious issues in network throughput for a message bundle size either to small or too large, in later sections we will confirm this problem. The most interesting result here is that there is a message bundle size where differences between local and remote average message delay are almost negligible,
Figure 5.3: Infection: comparison of local and remote average message delay in simulation with degree of 1

Figure 5.4: Infection: comparison of local and remote average message delay in simulation with degree of 3
under the clock error.

In figure 5.4 the same variables are plotted but, this time, for a simulation with degree 3. This graph confirms the previous one, and data from simulations with different degree behave similarly. Unfortunately we can see a pattern that makes it harder to define which are the perfect conditions to run the simulation. While on the simulation with degree 1 only a message bundle with size equal to 100 gave good results, here both 100 and 1000 are good candidates, with 1000 doing fairly better. Data indicates that the best message bundle size depends on the degree of the simulation, i.e. it depends on the number of messages in the queue.

5.4 DIPS Performance

In this section we will test performance of the DIPS prototype. Our second goal regarding DIPS, was to create a simulator that would eventually be faster than Peersim. DIPS must then, be monotonically faster with every added instance to the network.

5.4.1 Comparing DIPS to Peersim Event Processing

In this test we evaluate the event processing speed of DIPS in relation to Peersim. The purpose of this test is to compare the performance of an Average simulation running on the Peersim Event Driven engine and, on the DIPS Distributed Event Driven engine using a single instance.

We include this test, as a a distributed implementation of Peersim must be tested against Peersim. It is important to note, however, that it is not a goal of DIPS to be faster than Peersim. The goal stated in the beginning of this document is that a simulation in DIPS should eventually run faster than in Peersim. This could be proved simply by proving that adding instances to a DIPS simulation makes DIPS monotonically faster.

DIPS running on a single instance is architecturally identical to the Peersim Event Driven Engine, any gains or losses in speed depend only on the implementation, and how optimized it is. This test is, nonetheless, an important tool to normalize results of the other tests in this section.

We have consistently preferred the Infection simulation to run the tests. The reason behind this preference is that the Infection simulation is more configurable than the Average simulation, for instance it has allowed us to test situations of starvation and over production of messages, that the Average simulation can not. In the case of this test we chose the Average simulation because, we feel it would be a more correct comparison. While Infection was built for DIPS, and could be adapted to Peersim, Average was built for Peersim and has been adapted to run in DIPS, which is closer to the spirit of DIPS: run Peersim simulations, distributed.

We run the Average simulation with the network sizes of 40000, 80000, 160000, 250000, 500000 and 1000000, 1500000, 2000000. The simulation was run for 600000 events after which it was stopped. In the end of the simulation, the number of events processed was recorded as well as the time passed. This experiment was run on an AWS EC2 medium instance.
Although both simulators are architecturally identical, DIPS prototype implementation uses some structures that should make it consistently slower, e.g. the DIPS prototype uses a hash map to store nodes, while Peersim uses a simple array, making lookup slower in DIPS.

The results presented in Figure 5.5 show that, in fact the DIPS simulator seems to be slower than Peersim by a factor of two. We interpret this result as the consequence of two particular structures unique to the DIPS simulator. First, the structure of the network table that is an hash table in the case of DIPS but a simple array in Peersim. Second, even when running on a single instance the DIPS simulator performs routing on every node, even though the only instance in the network is the instance performing the routing.

These results were expected, even if underwhelming. It should be possible to optimize implementation so that DIPS runs at a closer speed to Peersim. It is important to note that this are only implementation differences, it does not take into account any of the network control and synchronization which are not relevant when there is only one instance in the simulation.

These results also showed another face of the simulation that seemed contradictory. When looking attentively to Figure 5.5 we can see that the processing speed at both Peersim and DIPS is only slightly influenced by the network size. This behavior is intuitive if we approach it from the high level view of the event driven simulator presented in the architecture. It also contradicts all other tests we had previously run in either DIPS or Peersim.

After some search we found the contradiction. It is extremely common for a simulation to have an Observer control that is executed every $N$ events, in fact it is so common that all our tests before this one did. Usually the job of the Observer is to iterate over the whole simulated network and compute some statistic. One of our tests, for instance, indicated that the simulation would make $9 \times 10^5$ routing requests within a period of $6 \times 10^5$ events while in the same period a single control would make $3 \times 10^7$ requests.

This tests leaves us with a slightly paradoxical conclusion: it is true that in both Peersim and DIPS, simulation
processing speed is almost independent from simulated network size, however, almost no simulation produces any results without an iterative control, and the execution of such a control makes the simulation processing speed linearly dependent on the simulated network size.

5.4.2 DIPS Event Processing Speed

In this test we will compare how several instances of DIPS running the same protocol, respond in terms of processing speed.

We selected the Infection simulation to run this tests so that different degrees could be selected, showing us the differences from a simulation in the process of starvation and a simulation producing more messages than it can consume.

Processing speed as we saw in the previous test is a complicated metric as it changes profile, from constant to linear, with changes in the simulation configuration. To run this test we had to decide whether to schedule an Observer control as it would probably happen in a real simulation, whether to schedule this Observer control with a carefully selected schedule so that the impact of the Observer control in the simulation would be minimized or simply to leave it out has we had done with the previous test.

From scientific perspective the third choice would appear to be the best, as it isolates the behavior of the simulation which is what we are testing. We must, however, take a deeper look to make a rational decision.

As we have said before, almost no simulation can create meaningful content unless it runs with an Observer control that can extract information from the running simulation. This extraction usually requires the control to iterate over the simulated nodes. Most of the times the iteration is actually more computationally expensive than the simulation, for sensible configuration values. Such as running the Average protocol with an Observer protocol running every 10000 events.

So we have an operation that is extremely important to a successful simulation, that is frequently more expensive than simulation itself, and finally that has parallelization characteristics that could benefit from a concurrent distributed simulation.

We decided to include the control in the simulation as it would not be correct to announce the, possibly, speedup of Peersim using DIPS that could only be reproduced under unlikely configuration with slim to no chance of actual reproduction under real world environments.

The simulation runs a predetermined number of events which was set to 500000. During the simulation a control would save the number of processed events per second up to that point in time. This control would run every 25000 events. After the first instance reached 500000 events the simulation was stopped and the data from each instance would be collected.

The simulation was run on AWS EC2 on medium instances. With message bundle of 1000 and using combinations of:

- Instances: 1, 2, 3, 4
- Network size: 40000, 80000, 160000, 250000, 500000, 1000000, 1500000, 2000000
Figure 5.6: Simulation processing speed with degree=1

Figure 5.7: Simulation processing speed with degree=3
Figure 5.8: Simulation processing speed in each instance with degree=1

Figure 5.9: Simulation processing speed in each instance with degree=3
The results of this test are displayed in Figures 5.6, 5.7, 5.8, 5.9.

From the four presented graphs, Figures 5.6, 5.7 present the combined event processing speed for all the network. The first graph shows the behavior of the network with an Infection degree of 1, and the second graph shows the same network but with an infection degree of 3.

We can contrast these two graphs and it becomes apparent the dichotomy of the starvation (messages are consumed faster than they are produced) character of the first set of simulations with the over-production present in the second set of simulations.

If we take both graphs and look at the behavior of simulations composed of only one instance, we can see they are quite similar, absolute values differ as an event with degree 3 takes longer to process than an event with degree 1 however, the slope of the curve is very similar, the processing speed is inversely proportional to the size of the simulated network. The simulations only running on one instance, are bottlenecked by the control object iterating over local nodes.

In the starvation scenario we can see that some speedup can be achieved using more instances but the amount of speedup is quite low. In this scenario the number of messages produced are not enough to keep buffers full so that the simulator may run at maximum speed when the control is not running. What we see in this scenario is the same curve caused by the iteration process but slightly faster, taking advantage of the parallelized iteration. We cannot see, however, any significant evidence of parallelized simulation.

This process of parallelized simulation is exactly what we can see, on simulations running in an over-production environment. The number of messages produced is high enough to fill incoming buffers and that makes it possible for simulation to be parallelized along with iteration. The starvation simulations are still overall faster in absolute numbers, because new events take time to create and process, and take up memory that must be allocated and deallocated.

The best information to take from this test is that DIPS is capable of overcoming the limits created by controls that iterate the network, and is doing it by parallelizing both the iterations and the simulation.

## 5.5 DIPS Distributed Simulation Memory Overhead

The last objective of DIPS is to overcome the memory limitations inherit to centralized simulators. In this section we will test the memory usage of the DIPS prototype, both in relation to Peersim and in relation to itself as the number of instances increase.

In the previous sections we have shown that DIPS simulation is correct, that it complies with the expected behavior set by similar simulations in Peersim. Empirical data shows that under the right configuration DIPS behaves as it would be expected from a centralized simulation.

We have also shown that the implementation, and network communication overhead while present, is manageable and as the simulation size increases, it is possible to achieve speedups. These features guarantee that DIPS correctly simulates peer-to-peer networks and its losses in performance do not hinder usability beyond
reason.

This section is the culmination of all before it, now that we have a simulator prototype that is able to run correct, acceptably fast distributed simulations, we must test the simulator for its scaling capabilities which were always the primary goal of this project.

5.5.1 DIPS Simulation Memory Usage

The first step when initializing a simulation is to create the network, on most simulations this will be the bulk of the memory space occupied by the simulation. Simulated nodes hold information that must be stored, the sheer number of nodes in a simulated network can quickly overrun the memory limits available to the simulator. It is one of a primary goals of DIPS that any larger simulation can be run by adding the necessary number of instances to the simulator network.

In this test we show the variation on the JVM memory usage during the initialization phase of the simulation. Unlike other tests before the simulation chosen here is not important. In this test the simulation will be stopped as soon as the network initialization phase is over.

To run the simulation we will use AWS EC2 large instances with the JVM limited to 7GB memory heap. We will run the test on a DIPS simulator running on 1, 2, 3 and 4 instances. On each test run, we will try to initialize a network of 4 million nodes per gigabyte available to the simulator (further limited to 5GB per instance, or a total of 20 million nodes per instance).

During the initialization phase, with the initialization of every 10000 nodes we will save the memory usage in the current JVM, we will then collect these values from each instance and plot the memory used per number of simulated nodes.

We expect that the growth of memory usage by number of nodes is linear, we also expect that the memory overhead of the distributed simulator to be negligible when compared with the size of the simulated network.

The results are displayed is Figures 5.10, 5.11. The first figure we see the memory used by the JVM during each instant of the initialization phase, in the second we see a moving average of the same information, to help the visualization process.

It is important to note that the only component of the simulation that was left out of this test is message queue. Every other simulator component is included in this test and we can see that the overhead of a distributed simulator not only is negligible but appears to be nonexistent.

Results are extremely satisfactory, the memory usage growth is linear with the growth in network size, following an expression:

\[ ax + \beta \]

The observable results show that \( \beta \approx 0 \), indicating a simulator overhead of 0, and even more interesting \( a < 1 \) which indicates that memory usage grows slightly slower than the network size. Although this could be attributed
Figure 5.10: Memory used by DIPS as a function of the simulated network size.

Figure 5.11: Memory used by DIPS as a function of the simulated network size, using a 2000 point moving average.
to compiler optimizations, we believe it is JVM runtime that is more liberal with memory allocation when there is a
great amount of free memory, and becomes more strict when the available memory is becoming scarce.
6 Conclusions

In this document, we addressed the simulation of peer-to-peer overlay protocols to assist the design, development and evaluation of peer-to-peer infrastructures and applications. These have had historical importance in the development of current network aware applications. In fact, when a developer creates a peer-to-peer protocol, even if analytically deemed as correct, efficient and scalable, he needs a test environment to evaluate the protocol's characteristics. As peer-to-peer protocols are usually designed to connect a very large number of nodes, a simulation environment is necessary to convincingly test the protocol. As it is expected that the number of network connected devices will grow exponentially, peer-to-peer applications will become ever-more relevant, and a scalable and fast simulation even more needed.

During this work, we started by studying the state of the art of peer-to-peer simulation, in order to point out its shortcomings. We found that current peer-to-peer simulation suffers from a peer-count limitation due to memory usage, that cannot be overcome on a single computer. Other approaches, such as a virtualized deployment environment, have shown to be inefficient being unable to execute simulation at an acceptable speed. To address this, we defended the need for a custom made solution aware of peer-to-peer simulation implementation characteristics, able to remove the memory limit and still execute the simulation with acceptable performance.

We propose DIPS, a Distributed Implementation of the Peersim Simulator, which is, as the name indicates is an extension to the Peersim simulator to take advantage of distributed resources, both memory and CPU. We took those concepts that are the basis of Peersim, and extended them so that they can adequately used in a distributed context. We aimed at guaranteeing that losses in performance of the simulation, due to the new distributed characteristics were minimized. The development was carried out using Java and Scala, and additional mechanisms such as load balancing, checkpointing, migration were implemented.

We evaluated this work regarding both qualitative as well as as quantitative aspects. First, we investigated whether the expected properties of simulated protocols were upheld. Then, we addressed scalability and performance regarding the memory barrier and possible speed-ups. We took into account network churn, and measure the costs and benefits of: coordination of several instances, message bundling, bounded divergence. This evaluation aimed at metrics such as the number of local events processed at each instance, deviation in latency regarding local and remote messages, message bundling, memory occupation. Results are globally encouraging and this work is able to circumvent the current major limitation, memory usage and peer-count in simulations, allowing larger and more realistic simulations of novel peer-to-peer overlay protocols.
6.1 Future Work

In the future we would like to address some open issues:

- Development of a topology modeling language or templates that helps the design of protocols and interoperability between simulators.
- Further benchmarking of DIPS with quantitative measurements on the measure of compliance with sequential simulations.
- Evaluation of the speed of convergence of simulated protocols, compared with sequential simulation.
- Simulation scheduling with resource awareness dealing with instances running on asymmetric machines or machines with variable load.
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