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Introduction

In a distributed system, consisting of a collection of processes that communicate by exchanging
messages, the order in which messages are delivered to processes is of major relevance to the
application design. With the aim of simplifying the design of distributed applications [14,4,11],
several algorithms and protocols have been proposed to provide causal order delivery [4,6,9,7,10].

Despite its advantages, the use of causal communication has been somewhat limited by the
overhead incurred by existing implementations. We can cite some disadvantages of existing
causal communication services [5]: (i) potential large size of “history” information that needs to
be stored and exchanged to maintain causality; (ii) little user control over message piggybacking
policies; (iii) reliable communication is mandatory to avoid blocking of message delivery.

In the Navigators group at INESC, we are currently studying mechanisms to improve the
efficiency of multicast communication over (geographically) large-scale networks. This research
is complementary to the joint effort between U. of Bologna and EPFL that aims to provide reliable
(virtually synchronous) communication for large scale-systems [2].

We claim that, to allow applications to take advantage of multicast communication, new
services (based on weaker assumptions about the system) must be provided. To support this
claim, this paper proposes and describes a new quality of service, referred to as transparent causal
messages.

Related work

Many protocols have been presented to provide causal order delivery. However, despite the
diversity of algorithms, most systems provide a single causal multicast communication primitive,
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giving limited flexibility to the application designer. Taking into account the limitations of the early
systems, recent research is defining alternative primitives that better match user requirements.
Examples of such primitives are the virtually-synchronous communication defined in [13] (that
only orders “bags” of messages in respect to group changes) or the global-flush protocol of [1]
that orders messages in respect to special flush messages. In another report [12], we proposed a
primitive that provides the users with explicit control over (message) piggybacking policies.

Transparent causal messages

One of the criticisms made of causal multicast communication systems [5] concerns the mandatory
requirement for reliability. Once a message introduces a causal dependency, that message must
be reliably delivered; otherwise, succeeding messages will be prevented from being delivered. In
some cases the delivery of a causal message is delayed until there is a guarantee that the message
will be delivered at all destinations. Additionally, the sender may be prevented from sending new
messages before this guarantee is obtained.

Although the above is true, it is also true that one can find a number of distributed applications
which take full advantage of causal ordering. Moreover, there is evidence that, when causal
delivery properties are necessary, ad-hoc solutions to the problem are usually complex and hard
to prove correct [3].

To solve this contradiction, we propose a scheme that distinguishes two types of messages:
(normal) opaque causal messages and transparent causal messages. Transparent causal messages
are messages that are delivered in causal order with respect to (normal) opaque messages but that
do not introduce causal dependencies. Thus:

� no message is ever delayed by a transparent message;

� no reliability constraints are imposed on the transmission of transparent messages.

The delivery order for transparent messages with regard to opaque messages is summarized
in the following table (where opaque messages are represented in capital, transparent messages
in lower-case, and right-arrows, !, represent transitive “happened-before” relation as defined in
[8]).

relation delivery order relation delivery order
M1 !M2 M2 afterM1 m1 !M2 undefined
M1 ! m2 m2 afterM1 m1 ! m2 undefined

The implementation of transparent messages is fairly simple and any causal communication
protocol can be adapted to provide this service at almost no cost. We do not fully present the
implementation here but we note that a transparent message only needs to carry the time-stamp
of the sender without incrementing its clock.
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Figure 1: A simple example.

Client-server interactions using transparent messages

In the context of large-scale systems, transparent messages can be extremely useful to implement
replicated client-server interactions respecting causal order. The reason is that large-scale systems
can be characterized by a number of attributes such as, among others, existence of partitions, non-
transitive node-to-node connectivity, and large communication delays. To always enforce reliable
multicast communication in such a setting can be prohibitively expensive. We illustrate the use of
transparent messages in this context with the example of figure 1.

Consider a replicated service exporting read and write operations. Assume that clients interact
with the replicated service using causal multicasts. The way replica consistency is maintained
is orthogonal to this example. This could be achieved using additional inter-replica messages
or by increasing the semantics of the multicasts, for instance requiring all writes to use a totally
ordered multicast. Clients can also communicate among themselves (using either point-to-point
or multicast communication). To illustrate our point, consider an execution where the following
causal relations among messages are observed:

write.1 ! comm.1.2 ! read.2 ! comm.2.3 ! read.3

If a single (opaque) causal primitive is offered, not only would all multicasts have to be reliable,
but also any communication impairment with read.2 would delay read.3. This is clearly too costly
for some applications. Now assume that all reads and replies (not depicted in the figure) are
executed using transparent messages. Clients 2 and 3 still “see” the update performed by client 1.
However, reads can now be implemented using inexpensive best-effort multicasts and reliability
ensured by end-to-end replies. Furthermore, communication delays in one read operation would
not delay other read operations.

The above example is quite straightforward, but clearly illustrates the power of transparent
messages. The example can be further expanded to make all interactions between clients and
the replicated server via inexpensive transparent messages and restrict the use of (opaque) causal
communication among replicas.

We illustrate this particular use of transparent causal messages with another example (see
figure 2). Clients use point-to-point communication to contact a given replica. Replicas of the
service communicate among themselves to ensure replica consistency. In this simple example, a
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Figure 2: Another example.

replica that is contacted to execute a write operation issues a totally ordered multicast within the
replica group before it replies to the client. Replicas keep track of which requests were executed
such that if a client contacts more than one replica at-most-once semantics can be guaranteed.
As before, causal delivery is globally enforced such that clients have a consistent view of the
replicated service state. Consider the following execution:

write.1 R1 ! write.1 R2 ! multicast ! reply.1 ! comm.1.2 ! read.2 R1

In this execution, client 1 tries to contact replica R1 first. Since the communication link is slow,
it tries to contact the other replica (R2). Replica R2 receives the request and issues a totally ordered
multicast in the group of replicas. In a large scale system, and because communication delays are
not transitive, this multicast can be received at R1 before the first write.1 R1 message. With an
appropriate retry detection mechanism (for instance, see [12]) it is possible to make immediate
progress. Clearly, is not desirable that the multicast depends on the first write request, as this
would block replica R1 until the request arrives. However, as in the previous example, it is useful
that the precedence relation multicast ! read.2 R1 is preserved by the communication system. For
instance, in the example, when accessing replica R1 client 2 should see the update performed by
client 1. This problem can be circumvented by keeping inter-replica multicasts opaque but using
transparent messages among clients and between clients and individual replicas.

In large-scale settings, using unreliable point-to-point communication to access remote (po-
tentially replicated) services has many advantages over using reliable multicasts. One of the most
important is that clients are not required to keep a fully accurate view of replica membership.
This drastically reduces the required synchronization among clients and replicated services. Ad-
ditionally, less reliable links between the client and the service can be easily tolerated. Reliable
group communication can be restricted to inter-replica communication, for instance, by making
replicas of a given service members of a virtually-synchronous group [13,12]. However, even
when point-to-point messages are used, the propagation of causal precedence can strongly sim-
plify the design of cooperating clients that access a common set of replicated services. Transparent
causal messages provide the user with a simple way to express the duality between messages that
introduce causal dependencies and messages that just propagate such dependencies. Finally, the
definition of transparent causal messages is completely independent of the mechanisms used to
implement causality. This permits its use over a large set of platforms.
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Conclusions and future work

In the past years, research in the area of reliable communication has focused on algorithms and
protocols to efficiently support causal communication. However, the acceptance of these services
is far from expected. One reason for this is the relative lack of flexibility of most interfaces. In
this paper we claim that new services, that better match application needs, should be sought and
provided. However, not all of these services imply new or complex protocols. We illustrated our
claim with a simple primitive, incurring low implementation cost, that can be extremely useful to
support client-server interaction in large scale-systems.

We have recently developed a remote invocation protocol having large-scale in mind [12]. The
protocol, called GRIP, provides flexible support for the construction of replication-transparent
remote invocation of replicated services. Unlike the functionality provided by most existing
systems, GRIP leaves the semantics of the replication protocol transparent to the remote invocation
protocol and provides support for dynamic reconnection and client semantic control; moreover,
it introduces explicit support for weakly consistent replication strategies and provides optional
per-invocation distributed retry detection. In this protocol, clients use efficient point-to-point
communication primitives to access replicated services. The protocol is now being adapted to take
advantage of transparent causal messages in order to further reduce the amount of (unnecessary)
synchronization between clients and server replicas.
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