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• Edge Clouds with large pools of devices should maximize resource usage.
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a b s t r a c t

High-level language runtimes are ubiquitous in every cloud deployment. From the geo-distributed
heavy resources cloud provider to the new Fog and Edge deployment paradigms, all rely on these
runtimes for portability, isolation and resource management. Across these clouds, an efficient resource
management of several managed runtimes involves limiting the heap size of some VMs so that extra
memory can be assigned to higher priority workloads. The challenges in this approach rely on the
potential scale of systems and the need to make decisions in an application-driven way, because
performance degradation can be severe, and therefore it should be minimized. Also, each tenant tends
to repeat the execution of applications with similar memory-usage patterns, giving opportunity to
reuse parameters known to work well for a given workload.

This paper presents GC-Wise, a system to determine, at run-time, the best values for critical heap
management parameters of the OpenJDK JVM, aiming to maximize memory-performance efficiency. GC-
Wise comprises two main phases: 1) a training phase where it collects, with different heap resizing
policies, representative execution metrics during the lifespan of a workload; and 2) an execution phase
where an oracle matches the execution parameters of new workloads against those of already seen
workloads, and enforces the best heap resizing policy. Distinctly from other works, the oracle can also
decide upon unknown workloads. Using representative applications and different hardware setting (a
resourceful server and a fog-like device), we show that our approach can lead to significant memory
savings with low-impact on the throughput of applications. Furthermore, we show that we can predict
with high accuracy the best heap resizing configuration in a relatively short period of time.

© 2019 Published by Elsevier B.V.

1. Introduction

Cloud Computing has been successful in providing large
amounts of resources, as a utility, to deploy scalable and highly
available applications [1]. Most cloud providers today draw their
advantages from massive economies of scale resulting from heavy
centralization around few large data centres [2–4]. This creates
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significant barriers-to-entry for providers, and raises lock-in and
privacy issues for consumers, and environmental concerns re-
garding energy demands. Furthermore, these providers make use
of metadata and behaviour information, putting citizen-generate
data in the hands of a few major actors, which use this data to
monetize their ‘‘free’’ infrastructures. Examples include personal
devices (e.g., to monitor health-related conditions) or smart ap-
pliances, which are part of the increasing family of connected
devices, building the Internet of Things (IoT). With large amounts
of sensitive data being collected and in need to be processed,
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Fig. 1. From heavy-resourced datacenters to near the user fog computing.

Fig. 2. Emerging computing architectures and the layers of abstraction that need to be adapted.
Source: From [5].

user-centred devices rely on remote cloud storage and compu-
tational services. While this approach is reasonable for many
applications, the ones dealing with sensitive data, or in need for
low latency responses, would benefit from using computation
services in control of the user, or group of users, and closer to
the source of the data (the edge).

While IoT is expanding at huge rate, as stated by CISCO [6],
it is filling the network’s edge with a lot of data production.
Trying to push all of this data into the Cloud, in order to pro-
cess is costly (in terms of bandwidth) and it will saturate the
Internet’s backbone. The development of community networks
and volunteer computing, together with today’s low cost of com-
pute and storage devices, is making the Internet’s edge filled
with a large amount of still under utilized resources [5], such as
laptops, desktops, Raspberry Pi [7,8], computing boxes, routers
and others. As depicted in Fig. 1, a movement, commercial and
academic, is ongoing to leverage this ‘‘Edge Power’’ to provide
services with smaller latencies and cheaper bandwidth to the end
users. Pre-processing data at the edge would reduce the amount
of data needed to be transmitted to the Cloud (to be stored
in permanent storage and/or performing heavier computations),
thus reducing the transmission cost. These new architectures
trends push computation towards the edge, in a paradigm known
as Fog computing [5,9–12], which captures this idea of a cloud
continuum [13]. This computing paradigm expands the classic
vision of a cooperative system as a set of distributed components,
capable of communicate and cooperate to acquire, store, manage,
query data and knowledge [14].

1.1. Virtualized and resource management in the edge

While these new environments are less suited for full system
virtualization, as done in traditional datacenters, they are well
capable of running applications supported by containers [15,16].
Doing so, they continue to benefit from the portability, safety

and rich libraries of high-level languages like Python, Java and
Scala [17,18], providing similar abstraction of the platform-as-a-
service model. Regardless of the language of choice and the de-
velopment paradigm (more object-oriented or more functional),
managed runtimes that support the execution of these languages,
have been increasingly used in cloud environments [19–22]. From
heavier cloud providers (e.g., Heroku, AppFog and Google App
Engine), to the near-the-user devices that make the Fog, all allow
the deployments of workloads on high-level language runtimes
(or high-level virtual machines), including multi-tenant environ-
ments. While the Cloud is getting more decentralized with sev-
eral types of new deployments, all of them rely on runtimes to
support the execution of applications, as depicted in Fig. 2.

One of the challenges in such cooperative systems is the con-
figuration of large pools of devices and their managed runtimes,
to maximize resource usage. Although these runtimes have a
wide range of parameters that can the changed and adapted
to different workloads [20,23,24], doing so is cumbersome and
in many cases infeasible. To avoid this, it is necessary to use
techniques known as asymptotic [25] where the application state
is controlled externally and driven by its dynamic behaviour. In
these resource constrained scenarios, it is paramount to adapt
high-impact resource management policies to the running work-
loads. A policy with high-impact in the performance of managed
runtimes is the one that manages memory. It has a dual effect:
a direct impact on the memory allocated to the process but also
an impact on the progress rate of the application. However, the
best size of the heap remains application-specific. It adds to this
point that, when resources are less abundant, taking memory
from tenant A can have a different impact than when removing
it from tenant B.

Concurrently with the consolidation requirements, we have
considered the usage pattern of these platforms. Although clouds
support the execution of general purpose applications, each user
will most likely use the platform for a specific kind of tasks
(e.g., data analytics [26] or epidemic surveillance [27,28]). This
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opens the possibility to configure critical parameters of the mem-
ory system based on the application’s signature (i.e., resource
usage behaviour profile, or type profile) and the correlation with
a set of configurations that are previously known as favouring
consolidation.

1.2. Contributions and outline

This paper extends SmartGC [29] to also include support for
another production-level runtime, OpenJDK, and new evaluation
assessments of edge cloud environments running experiments
with the Raspberry Pi hardware. We adapt the heap management
policy of managed runtimes based on the identification of an
application’s execution profile – a signature – and the relation of
this signature with parameters that are known to maximize the
memory-performance efficiency, i.e., the relation between memory
usage and execution time of the application. Although the system
can classify unseen workloads, the offline signatures dataset can
be easily extended with new applications. The main contributions
include: (i) a low-overhead machine learning-based classification
system, based on a small set of performance counters, collected
during the execution of applications that target the Java VM; (ii)
an adaptive GC control for multi-tenancy to reduce memory foot-
print of VMs with small performance impacts, hence improving
resource effectiveness and provider revenue. GC-Wise explores
different configurations regarding GC parameters, in a way that
exchange throughput for memory, trying to find the most ef-
ficient use of memory for the current running application; (iii)
deployment at less resourceful servers and hardware widely used
in Fog-like deployments.

The next section makes an analysis to the state of the art.
Section 3 shows the impact of heap size management poli-
cies in memory savings and execution performance, presenting
memory-performance efficiency, a metric that relates these ob-
servations. Section 4 describes the most effective metrics to
characterize the execution of an application and how this char-
acterization can be represented in what we call a signature.
Section 5 describes the design of GC-Wise, including the struc-
ture of a workload’s signature, and the two distinct phases of
operation (learning and classification). Section 6 makes an exten-
sive evaluation of the major components of GC-Wise, including
the comparison with a widely deployed JVM, the OpenJDK and
Section 7 closes the paper discussing future work.

2. Related work

The platform-as-a-service model, where application owners
do not have to manage low-level resources, continues to gain
space in the cloud computing landscape [18,20,22,26,30,31], in-
cluding in Fog deployments [17]. Scheduling of physical resources
to application containers in general, is a widely research topic [1,
16,32–34], ranging from parallel processing architectures typi-
cally related to high-performance computing [35], to the increas-
ingly form of application deployment and execution virtualization
— containers [36].

Resource scheduling improvements in cloud deployment usu-
ally target either energy efficiency or higher application through-
put. In large scale datacenters the energy utilization is a major
concern [3,37–39] because of its impact on the power usage effec-
tiveness [40], i.e., the ratio between total energy consumed by the
facility versus the energy consumed by the hardware/software
infrastructure. However, hardware used in Fog and Edge de-
ployments are in many cases already resource constrained, and
operate under low energy consumption [41]. This leaves to run-
times the configuration choices that maximize gains in applica-
tion throughput, in an efficient manner, making the best usage of
memory for as many applications as possible [41].

2.1. Memory scheduling in Java VMs

Overtime, memory is a resource harder to share than CPU
cores. While context switching the CPU across processes creates
overhead but enables full utilization of available cycles, memory
behaves differently. When memory pages are committed to a
process, even if not accessed over a period of time, it is harder
and slower to exchange them across processes, as they cannot
be shared in an efficient way. This makes optimizing memory
usage a relevant resource management target in cloud-like en-
vironments, which typically use system-level virtual machines as
in [42]. Thus, reducing heap size requirements enables usage of
smaller and cheaper VM cloud instances and allows running more
workloads in the same physical resources.

This is even more pressing in Edge Computing scenarios where
physical nodes are resource constrained devices executing mul-
tiple workloads inside containers. This needs to be as memory-
efficient as possible, since memory can become the resource bot-
tleneck even during periods of less intensive processing. Memory-
efficiency can further enable recent research with orthogonal
goals (latency, energy, etc.). When the optimum status is reached,
it will take less energy, memory and traffic, with less latency. So, a
better performance from the underlying runtime may potentially
contribute to edge computing, and improve overall efforts in
areas such as low-latency workflow-oriented service functions or
efficient traffic engineering [43–45].

Recently, the need to involve the application’s runtime has
gained more attention [19,46,47], including solutions by industry
players such as VMWare’s Elastic Memory for Java — EM4J.1
Uninformed consolidation carries a negative impact on the appli-
cation performance. With clever choices, providers can therefore
consolidate more executions on the same hardware, in terms of
memory, and save costs (and reduce prices or increase revenues)
without significantly worsen application performance. They may
take greater or lower benefit of the physical resources (namely
CPU and memory) allocated to the VMs, in a way that the lack
in one of them will prevent fruitful use of the other. Extreme
situations include trashing (so little available memory, no CPU is
used for useful work) and starvation (despite memory available,
no CPU is available to process application data).

To determine memory allocation in Java VMs, several garbage
collection (GC) algorithms have been developed during the last
decades [48–50]. Concurrent approaches promises to improve
GC in big data processing, but may require increased specific
hardware support [18]. Parallel stop-the-world algorithms are
still widely used, since they can efficiently collect moderate sized
heaps fully within acceptable pauses, favour GC and application
throughput, and do not require constant synchronization with the
mutator, such as with concurrent collection, running on devices
with any amount of resources and no special hardware support.

Garbage collection performance have been found to be
application-dependent [51,52], resulting in several adaptation
strategies, ranging from parameters adjustments (e.g., managed
heap size [53]) to changing garbage collection algorithm be-
fore the first execution [54] or at runtime [51]. Other look for
ways to minimize the pause time of stop-the-world garbage
collectors [22]. This is an orthogonal effort that can be comple-
mented with GC-Wise because these systems are not meant to
save memory that can be transferred to other tenants. On the
other hand, some system explore compiler-level transformations
(e.g., [55]) which are not always possible to use given the massive
deployment effort that would be needed.

The adjustment of GC parameters to a given workload has
been a topic of intense research [30,46,53], but most of them

1 https://www.vmware.com/support/pubs/vfabric-em4j.html.

https://www.vmware.com/support/pubs/vfabric-em4j.html
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look for the parameters that give the highest throughput to a
single application, regardless of memory usage. With GC-Wise, we
explore a trade-off more relevant in consolidated environments
— one that can reduce memory usage of applications without
significantly hindering their usage of available CPU, i.e., without
incurring in longer execution times. Bobroff et al. [46] propose to
investigate active memory sharing (AMS) in virtual environments.
It distributes memory fairly to several running HLL-VMs. Chen
et al. study the effect of consolidating HLL-VMs [52] but focus on
either CPU or I/O bounded situations, leaving memory manage-
ment unattained. Rodrigues et al. [35] presents Helpar to act upon
threshold-based master–slave parallel applications, where hori-
zontal scaling (e.g., changes to the number of virtual machines)
or vertical scaling (changes on CPU and memory made available
to applications) is controlled by upper and lower bound values.
This is done by instrumenting the application code (with neces-
sary albeit reduced execution overhead), enforcing rules to act
upon these thresholds. GC-Wise targets on mechanisms that are
transparent to the application, demanding no code modifications,
and requiring no hints/guidelines by the programmer.

2.2. Learning application’s patterns

Only a few systems use machine learning techniques to learn
the program behaviour and change the runtime algorithms or
parameters. Andreasson et al. [56] used reinforcement learning
techniques, to dynamically learn from GC collections. The system
receives good or bad reinforcements by looking at the throughput
after a GC collection. Singer et al. [57] determine, before exe-
cution, which is the best GC for a given program. It uses a J48
classification tree built from a long series of offline executions.
Experimentations were made based just on full-heap collectors.
The classification is done only offline, missing the opportunity for
a finer grain adjustment to the different phases that each applica-
tion might exhibit. Differently from Mnemonic, these systems do
not consider generational collectors with dynamic heap sizes or
look at performance counters as a source of information.

Performance counters are typically used to detect bottlenecks
and guide optimizations [58]. Xu et at. [59] propose to detect
resource bottlenecks of multi-tier web servers, using low-level
performance counters, such as, cache misses and instructions
execution rate. Schneider and Gross [60] instrumented a JVM to
feed the JIT compiler with performance counters information, so
that more decisions can be further tailored to the underlying
architecture and not only based on the program behaviour. Adl-
Tabatabai et al. [61] uses performance counters to determine
where to insert prefetch instructions in a JVM. This is done auto-
matically within the same execution of the JVM. To the best of our
knowledge, GC-Wise is the first system that successfully guides
the heap resizing policy of managed runtimes based on signatures
learned from the observation of hardware performance counters.

3. Memory-performance efficiency

GC-Wise goal is to reconfigure key parameters driving the
behaviour of garbage collection in managed runtimes, in order
to save memory while minimizing performance penalties, and so
maximizing memory usage efficiency.

OpenJDK is a production-grade, open-source implementation
of the Java Virtual Machine specification, with builds available
from server-class hardware to ARM-based system, such as the
Raspberry Pi. Across these versions, there is a memory manage-
ment sub-system that can be configured to regulate how heap
grows (the JVM asks more memory to the underlying operat-
ing system) or shrinks (memory is returned) which has impact
on each instance execution but also on the co-located JVMs

Fig. 3. Simplified heap layout of the Parallel Scavenge.

Fig. 4. Time of GC and mutator as a function of GC time ratio.

Table 1
9 configurations used to drive generations resize with memory-conserving
policies.
Id genYinc , genTinc factordec GCr

a 10% 8 10
b 10% 8 1
c 10% 10 10
d 10% 10 1
e 5% 8 10
f 5% 8 1
g 5% 10 10
h 5% 10 1

(e.g., within the same physical machine in a cloud data centre
or an edge cloud node). In fact, other managed runtimes, such as
the Common Language Runtime (CLR) have similar controls.

In this paper we target the Parallel Scavenge (PS), a stop-the-
world, parallel and generational collector [62]. In the past, other
collectors were proposed for the specific case of devices with less
memory [63] but they focus on a single instance and are not
widely available. When compared to the current default collector
of the OpenJDK when running on a server-class machine (G1[64]),
Parallel Scavenge favours throughput over response time. This
makes it better suited for long running data-driven applications
that process incoming data (e.g., stream processing for data ana-
lytics in IoT) as well as better fitting the devices that are increas-
ingly more present in edge clouds. Given the concurrent nature of
G1, it also needs a higher number of hardware cores to maximize
the benefits when compared with PS collector. Furthermore, G1
is still only released as experimental for fog-class hardware such
as the Raspberry Pi ARM system.2

The PS garbage collector organizes the memory heap into
three major generations, (a) young; (b) tenured and (c) perma-
nent, as depicted in Fig. 3. While the latter one is statically sized,
the other two generations have their sizes dynamically adapted
based on a strategy called Ergonomics [65]. This strategy has three
general goals:

2 https://docs.oracle.com/javase/8/embedded/jdk-arm-8u6/index.html, visited
February 24, 2018.

https://docs.oracle.com/javase/8/embedded/jdk-arm-8u6/index.html
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Fig. 5. Memory savings for each of the configurations.

Fig. 6. Standard deviation of the efficiency gained in different applications using
distinct heap aggressiveness options.

• do not exceed a given pause time;
• do not take over a certain fraction of overall time in GC

operations;
• minimize the use of heap.

When the first goal is met (when undefined, this is presumed)
the collector will check the second goal. This is so to keep GC
operations under a certain threshold, which will release the CPU
enough to guarantee a given level of throughput for the ap-
plication. When the second goal is not being met, because GC
operations are taking too long, the heap will be increased in size.

Several parameters participate in this process of decision,
e.g., the ratio between young and old generations. However, the
ones that have the highest impact on the throughput of the
application are:

• The throughput goal itself, which is inversely proportional
to the GC time ratio (GCr);

• young and tenured generations perceptual size increment
(genYinc , genTinc) along with a decrement factor common to
both generations (factordec).

The GC time ratio is a goal used by the JVM to influence the
throughput of the application, and determines a target maxi-
mum time spent in GC operations, expressed as 1

(1+GCr) . Fig. 4
shows how the target percentage of time for GC operations varies
(for each GC time ratio) and, consequently, the variation of the
percentage of time that should be spent in running application
threads (i.e., mutators).

When the throughput is not being met, the size of both gen-
erations will grow. The new size is determined by the relative
contribution of each generation to the total collection time. For
example, if collecting the young generation took 15% of the time,
and the increment genYinc is set to 25%, then the young generation
will grow 3.75%. When the size of a generation can shrink, the
new size is a fraction of the growing increment. For example, if
the young generation can shrink the current size if reduced by
genYinc ×

1
factordec

percent.
GC-Wise compares the automatic memory configuration (c0) of

a JVM where a good execution time for the application (time(c0))
is achieved at the expense of more memory (mem(c0)), with other
configurations (c{i..n}) where memory is saved, possibly at the
cost of more execution time for the garbage collector. For two
configurations, ca and cb, the memory usage efficiency is then
defined as Eq. (1):
mem(ca)/mem(cb)
time(cb)/time(ca)

(1)

Not only implementing a correct collector is difficult and
error-prone [66], choosing the best values for each of the avail-
able parameters is also challenging. Previous work typically only
controls the overall heap size as seen from inside the virtual
machine [46,47], not the specific sizes of each of the generations.
The throughput of the parallel collector is deeply connected with
these dimensions and our system takes into consideration the
parameters that regulates them.

Thus, GC-Wise explores the right-side of Fig. 4, regarding the
parameters presented: GCr , genYinc , genTinc and factordec . The base
configuration uses a very high GCr (i.e., 199), meaning that the
JVM should aim for the highest throughput, leaving the remaining
values with the ‘‘factory’’ default base values, 20%, 20% and 4,
respectively. The first configuration to compare with this one is
called the ‘‘default’’, and only changes one parameter, the GCr ,
to 99, indicating the JVM should keep GC operations below 1%.
The remaining 8 configurations to guide the generations resizing
process are described in Table 1.

The goal is to correlate each application from a reference set to
the configuration that maximizes the memory usage efficiency.
These applications are from the 2009 version of Dacapo bench-
mark [67].3 Each of these applications explores a different issue of
the JIT, GC and micro-architecture, as extensively demonstrated
in [67]. We rely on these widely used benchmarks to represent
the behaviour of full applications (or specific phases during ap-
plications’ execution), and thus, that the execution patterns they

3 Maintenance release of Jan. 12, 2018.
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exhibit regarding the use of memory are representative of other
Java applications.

Fig. 5 presents the memory saved when running 9 different
configurations in representative workloads, with different mem-
ory patterns, and setting the maximum heap size to 400 MB. We
can see that all configurations save memory (except tradesoap
with ‘‘default-99’’). However, when comparing the ‘‘default-99’’
configuration with the remaining configurations, the savings vary
not only among workloads, but more relevant, under the same
workload. This shows there is significant room to modify (and
reduce) the memory usage of applications running on the JVM.
The challenge is to do so while hurting performance in a less
significant reduced way.

Fig. 6 presents the standard deviation of the memory-
performance efficiency obtained for each reference application.
The ratio between relative memory savings and relative per-
formance degradation leads to a different memory-performance
efficiency variations for each pair of reference application and
configuration. This memory-performance efficiency is an oppor-
tunity, for the provider, to use tailored memory-saving parame-
ters without imposing a significantly perceivable, or at all, perfor-
mance (i.e, application progress or throughput) penalty in each
workload. Larger numbers reveal that the resources saved are
several times higher than any imposed relative penalty. This
essentially enables ‘‘releasing’’ resources to other workloads that
will be able to make better progress, allowing to effectively
channel resources, at each moment, to where they will pay off
more efficiently.

After establishing the relationship between each type of work-
load and the best configuration suiting it, we now need to find a
set of execution’s characteristics, to be used during run-time, to
identify the profile of running applications.

4. Transparent profiling of workloads

There are several runtime characteristics that can be explored
to build the profile of an application. Common indicators in-
clude: (i) hardware performance counters; (ii) operating system
performance counters; (iii) managed runtime specific metrics;
(iv) and application specific metrics. From these four indica-
tors, application specific metrics are the less reliable. They can
typically be either related to the organization of classes, or to
the nature of operations performed (e.g., rate of transactions
processed). Collecting these metrics at the application level is a
cumbersome task and makes difficult the correlation of mem-
ory usage patterns across different applications. Following, we
describe several metrics that have the potential to characterize
a workload, including runtime metrics resource indicators used
by GC-Wise (Section 4.1.1), and how to characterize and cluster
different workloads according to their patterns (Section 4.2).

4.1. Profiling metrics

This section discusses different sensors, at system and
application-level, which can be used to learn a profile about a
running application.

4.1.1. Performance counters
Modern CPUs support a large set of performance counters, in-

cluding instructions per cycle, branch misses and L1 cache misses.
Operating systems also report performance related information,
such as page faults and context switches.

Using performance counters introduces some difficulties,
namely: (i) selecting the appropriate number and types of per-
formance counters for our purposes; (ii) normalizing their values
across different workloads.

Regarding the first issue, we must avoid using very processor-
specific hardware performance counters so that the profile to be
built can be reused with new hardware. When considering Intel’s

′

processor families, the group of architecture performance events
ensure consistent values across different processor implementa-
tions. This group includes counters such as the number of cycles
and the last level cache references. This type of information is also
available in different architectures, including ARM-based devices
used to build Fog and Edge solutions.4 Regarding performance
events supported by operating systems, it is common that coun-
ters such as page faults as exported to be easily consumed in
user-space.

Regarding the second issue, normalization of performance
counters across different workloads, it is necessary to capture
tendencies and perform regression so that workloads can be
clustered based not on the magnitude of the PCs values, but on
composed relative values (e.g., growth rate).

GC-Wise uses several performance counters, collected peri-
odically, mixing both memory-related and computation-related
counters, including, computation-related counters (instructions,
cpu-cycles, ref-cycles); cache statistics (cache-references, cache-
misses); major and minor page faults (major-faults, minor-faults)
and translation lookaside buffer statistics (dTLB-stores, dTLB-
loads, dTLB-load-misses, dTLB-store-misses).

4.1.2. Static code analysis
Other metrics can be explored in the future, both static (i.e.,

structure of the program) and dynamic (i.e., metrics collected at
runtime). One of the most cited set of static metrics regarding
object-oriented programs are the ones proposed by Chidamber
et al. [68]. For example, lack of cohesion of methods (LCOM) indi-
cates whether a class represents a single abstraction or multiple
abstractions. This is obtained by static analysis of the code, mean-
ing that the application needs not to be executed. Examples
include the number of methods defined in a class and the number
of immediate sub-classes of a class. However this metrics do not
have a direct impact on the working set of the application or its
dynamic behaviour. The application working set is determined by
how objects are created and left unreferenced.

4.1.3. Garbage collection
Regarding dynamic metrics, three relevant characteristics re-

lated to the garbage collection process have been identified [57]:
(i) number of allocated arrays during program execution; (ii)

mean size of objects in bytes; (iii) number of allocated bytes
during program execution. Some modification is necessary to
Jikes RVM code to get (i) and (ii). The metrics used by memory
usage analysers are also interesting to determine a profile of the
running application. Elephant Tracks [69] produces an in-order
trace of (i) object allocation and death; (ii) method entry and
exit; (iii) pointer update events. [(i)] It uses a native Java agent
that loads along with the JVM. It depends on the availability of
the JVMTI and does some bytecode rewriting. Metrics (i) and
(ii) should be helpful to characterize the application in a way
dependent on the behaviour of the GC. Metric (iii) is used in
the Dacapo paper to describe the dynamic characteristics of each
benchmark. However, these approaches do not target production
running VMs because they impose a significant overhead given
their intrusion on the regular execution of a program.

4 https://community.arm.com/iot/embedded/b/embedded-blog/posts/using-
the-arm-performance-monitor-unit-pmu-linux-driver, visited Feb. 24, 2018.

https://community.arm.com/iot/embedded/b/embedded-blog/posts/using-the-arm-performance-monitor-unit-pmu-linux-driver
https://community.arm.com/iot/embedded/b/embedded-blog/posts/using-the-arm-performance-monitor-unit-pmu-linux-driver
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Fig. 7. System design.

4.2. Workload signature and mnemonics

Workloads are clustered using what we call a signature. A
signature is an aggregated description computed from the con-
sidered PCs that identifies a given workload, W , in terms of its
resource usage. We assume that performance counters, regardless
of their nature, report a single value in each read. So, a signature
contains an aggregated value for each performance counter that
is computed during a period of time (e.g., lifespan of an appli-
cation or a shorter period). This aggregated value represents the
growth rate of a set of relevant performance counters (pc1. . .pcN ),
between time ti (initial time) and tf (final time), as depicted
in Eq. (2).

Sw(ti, tf ) = Aggr(pc1, ti, tf ), . . . , Aggr(pcN , ti, tf ) (2)

Currently, we support 2 different forms for aggregating se-
quences of performance counters, both taking into account the
values that are available at ∆t intervals. The first one is the mean
of differences, as described in Eq. (3).

Diffs(pck, ti, tf ) =
1
m

tf∑
x=ti+∆t

pck(x)−pk(x−1) where k ∈ [1,N] (3)

The other option is a geometric mean, as described in Eq. (4).

GMean(pck, ti, tf ) =

( tf∏
x=ti+1

pck(x)
)1/(tf−ti)

where k ∈ [1,N] (4)

After building a representative signature, a mnemonic can then
be set, associating a signature to the correct best set of param-
eters (i.e., a configuration), {P1, P2, . . . , PR}, for the application.
Eq. (5) represents a mnemonic for applicationW , where signature
Sw is associated to the best set of parameters (P1, P2, . . . , PR).

Mw = (Sw → {P1, P2, . . . , PR}) (5)

An example of parameters are the matrices presented in Sec-
tion 3. In this case, a single parameter, i.e, a matrix number, can
capture a multi-dimensional associations between ratio of live
objects and ratio of time spent in GC operations. The next section
will detail the system design of GC-Wise , including its two main
phases — training and runtime operation.

5. System design

Analytical modelling is a common approach to inform
resource-allocation systems [70,71]. Models can be used to pre-
dict the impact of management decisions on performance, avail-
ability, and/or energy consumption. However, constructing a

model of a real system is a complex task. As a consequence,
not rarely models are made with over-simplified assumptions
so that they can be mathematically manageable. To overcome
this, researchers have developed systems for experiment-based
management of virtualized data centres [70]. GC-Wise uses this
strategy, and could easily be plugged into such systems. Fig. 7
shows the overall system view. GC-Wise acts in two distinct
phases: the training phase and the execution phase. In some cases,
a third phase can be used to test and reinforce the quality of the
training.

In order to address the challenges of having a large number of
elements in the network to configure, we based our approach on
asymptotic configuration techniques [9,25], using an oracle which
asserts the desired configuration of the memory management
system.

5.1. Training phase

In the training phase, a set of representative applications
are executed while system metrics are collected (memory and
computation-related). This information is aggregated to build a
training set, i.e., a set of application’s signatures, where each
signature is associated with the heap management configurations
that maximizes the memory-performance efficiency. During the
second phase, also known as online or execution phase, informa-
tion about the running workload is collected to determine, using
the training set, which type of application is being executed. GC-
Wise then changes the relevant parameters of the JVM according
to what was predicted to be the best case for the running applica-
tion, if a best parameter with a distinct confidence level is found.
GC-Wise relies on a GC system that can be instructed to change
its parameters during the application runtime.

Instead of a strictly analytic model, GC-Wise has two chal-
lenges for the training phase: (i) determine the best memory
configuration parameters for a set of representative applications;
(ii) use a set of system-related values to characterize the running
application.

Regarding the first issue, resource allocation is in most cases a
trade-off between two or more variables. Memory management
in managed runtime is no exception. The system is designed to
act on a given parameter. GC-Wise explores the heap management
policy described in Section 3, but structural components, such as
the GC algorithm itself, can also be targeted.

The training phase can be periodically repeated when new
hardware is acquired or a significant update to the runtime is
made. The knowledge base built during this step can also be
extended to incorporate more examples of signatures, so that
online decisions can be made with a higher degree of confidence.
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Fig. 8. Confidence levels for the Dacapo 9 benchmarks.

5.2. Execution phase

After constructing a representative set of mnemonics, GC-
Wise is now ready to be plugged into a resource management
middleware. It assumes that the managed runtime exposes mech-
anisms to dynamically reconfigure relevant systems, in our case,
the garbage collector. In the online phase of the system, when a
new runtime is started, GC-Wise performs the following opera-
tions, as numbered in Fig. 7:

1. collects performance counters, asynchronously with GC
and with the execution of regular threads. We use a sep-
arate VM internal thread to periodically monitor a set of
performance counters;

2. each VM reports these values to the oracle (which can be
located in another machine of the cluster);

3. the oracle aggregates these values between consecutive
samples through one of the two metrics described in Sec-
tion 4.2, and uses this information to find a signature, if
that is already possible;

4. if a signature is found, this information is sent to the corre-
sponding heap size manager which changes the GC-related
parameter accordingly, and a GC execution is forced.

The oracle will make a prediction as good as the size and
diversity of the applications used during the training phase. It
may be the case that the oracle cannot predict a set of parameters
with high confidence. In that case, GC-Wise will use the default
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Fig. 9. Confidence levels for the SPECJVM 2008 benchmarks.

parameters and schedule a new training phase for the current
application.

5.3. Online phase

If the matrices’ confidence level, returned by the classifier for
a given workload, are below a certain threshold (e.g, 50%), it
means that the signature of that workload is not well known to
the predictor. In these cases, we consider to incorporate the new
workloads in our learning model, so that we are able to accurately
predict the optimal configuration, should the same workload be
exposed to the system at future times.

To this end, we: (i) run the (before-unseen) workload with
each of the available matrices and assess which one leads to a
better memory-performance efficiency; (ii) include the values of
program counters collected from the workload, along with the
corresponding optimal configuration, in our knowledge base; and
(iii) train a new learning model with an updated training-set
containing the new workload footprint. This process is similar to
our training phase, but it only considers executions of a single
workload/application. Further, the system can be parametrized
on whether to train a new workload or to use the configura-
tion yielding the highest confidence (regardless of any defined
thresholds).
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5.4. Classification

To achieve the best reconfiguration, GC-Wise has to look for
key runtime metrics, identify a signature and change the pa-
rameters to the appropriate values. This section describes the
details of the runtime metrics collected and the machine learning
algorithms used to classify a running application.

The classification process defines how the training set was
built and the classification technology used. GC-Wise classification
system is organized around different classes, corresponding to
the configuration of parameters described in Section 3. Having
a known key set of workloads with the corresponding optimal
parameters for each of them, we classify new workloads runs,
which were never seen before, and select the most appropriate
configuration.

5.4.1. Building the training set
The training set is built during the so called training phase, as

depicted in Fig. 7. For each execution of an application, we collect
12 performance counters (cf. Section 4.1.1) at every specified time
interval (currently 100 ms). After a single run of an application we
aggregate the values of the 12 counters that were observed over
time thereby averaging the differences, or calculating the geomet-
ric mean, between consecutive observed values for every counter
(i.e., thus having a single value for each performance counter
and application execution). To stress application behaviour in
terms of counters variance, we run each of the 10 applications
50 times, resulting in 500 training instances. For this phase, we
use the JVM’s default configuration for each execution, so that
we have the same reference when obtaining counters at runtime.
In the training set we also include for each instance of each
application the corresponding optimal parameters (which was
assessed beforehand in different trials).

5.4.2. Online classifier
We used a polynomial kernel as a parameter of a Support

Vector Machine (SVM) classifier [72], and a classification based
on Random Forests [73]. The oracle runs an SVM according to the
John Platt et al. algorithm. To implement the oracle, we use the
open source Weka framework.5

Random Forests [73] consist of an ensemble learning, that
is, a combination of various learning models to obtain better
predictive performance. In this method, a large collection of tree
predictors are built based on random subsets sampled from a
set of training examples. The generalization capability depends
on the strength of individual trees and the correlation between
them. With bootstrap aggregating (also known as bagging) and a
random selection of features to split each node it is possible to
control the variance of the trees.

For pattern recognition, a classifier tries to estimate a function
that, given a set with N-dimensional input data, predicts which
of two possible classes form the output (f : RN

→ ±1). It is also
possible to classify examples in more than two classes (multiclass
classification, as in our case with four classes), by using strategies
like the ‘‘One-vs-Rest’’ that compare confidence values between
pairs of binary-class classifications. The estimation of the SVM
function, which corresponds to the construction of a SVM model,
is based on a supplied set of training examples encompassing
tuples with known correct values of input and corresponding
output (i.e., supervised learning). After the model is constructed,
the SVM is then able to assign new unseen examples to one of
the possible multiple classes.

During the execution of an application, the oracle is queried
every time interval with an aggregated value of each PC, at each

5 http://www.cs.waikato.ac.nz/~ml/weka/index.html.

time instance, since the application start. This aggregated value
captures the growth rate of a PC, and corresponds to the mean of
the differences between every two consecutive time instances, as
discussed in Section 4.2.

6. Evaluation

This section presents the evaluation of two key aspects of
GC-Wise : the machine learning classification process and the
benefits of the choices made for different types of applications.
The choices of a classification technology are presented followed
by the confidence levels and stability of the classifier with un-
seen executions from applications used in the training set, and
executions from applications never presented to the system.

Our execution environment is based on two distinct hardware
profiles. The following is the specific hardware used for each of
these profiles:

• Profile 1 – Intel Core i7-6700 processors (4 cores with hyper
threading, 8M Cache and 3.40 GHz) with 16 GB of RAM. The
OS is Ubuntu 16.04.3 with kernel version 4.4.0–112.

• Profile 2 – A Raspberry Pi 3 (ARMv7 Processor rev 4), 4 cores
each with 1.2 GHz and 1 GB of RAM. The OS is Raspbian
GNU/Linux 8.0 (jessie).

Regarding the JVM, both systems use a OpenJDK-based dis-
tribution. The Intel-based system uses a tailored build of the
OpenJDK 9, 64-bit. The ARM-based system runs with the default
JVM for the Raspbian system, the OpenJDK Zero VM.

6.1. Unseen executions

Fig. 8 shows how the classification confidence of the ora-
cle evolves while analysing unseen performance counters values
from the execution of 11 workloads. In each chart, the x-axis
is time dependent, with a point for each classification. A clas-
sification is made based on the values of performance counters
collected from a given JVM. In the y-axis we plot the confidence
value (between 0.0 and 1.0) the classifier reports for each possible
matrix. This value is always very high, in most cases above 80%
confidence about the best configuration. Furthermore, there is
always one classification that dominates the remaining ones. Also,
the high confidence levels are reached early in the execution,
which is of critical importance for adaptiveness, fast change of
parameters. For the majority of the workloads’ executions the
oracle classifies them correctly, choosing the class corresponding
to the configuration that maximizes the memory-performance
efficiency.

6.2. Unseen applications

Fig. 9 also presents the confidence levels for each configura-
tion but when running 11 unseen applications, i.e., applications
which where not used during the offline training phase. These
applications are a mix of high performance computing work-
loads, a database and XML schema transformations, all from
SPECjvm2008.6

The results show that for 9 of the 11 applications there is al-
ways a dominant configuration chosen by the classifier. The XML
transformation and validation benchmarks are the exceptions.
This indicates that the classification model is not trained enough
with this class of applications — XML transformers. In fact, the
base training set includes only 1 application of this type, fop,
and it is the one which produces the smaller number of samples
because of its execution time.

6 https://www.spec.org/jvm2008/, vistied Feb. 24, 2018.

http://www.cs.waikato.ac.nz/~ml/weka/index.html
https://www.spec.org/jvm2008/


684 J. Simão, S. Esteves, A. Pires et al. / Future Generation Computer Systems 100 (2019) 674–688

Fig. 10. Dacapo applications running on server-class hardware.

Although in same cases the confidence is below 0.5, there is
however a clear and stable winning choice during the execu-
tion of these unseen applications. Another point taken from the
observations is that the scimark family of benchmarks are all
classified as configuration g. This family of benchmarks deals with
matrix operations, except for the monte carlo integration
benchmarks.7 Finally, note that SPECjvm also uses part of the
sunflow code as a benchmark (sub-figure (i) of Fig. 9) and the
classifier determines the same class of Fig. 8, with very high
confidence.

7 https://math.nist.gov/scimark2/about.html, visited Feb. 24, 2018.

6.3. Measuring the memory-performance efficiency

The first set of results were obtained with the hardware from
Profile 1. Fig. 10.a and b present the memory savings and exe-
cution time, respectively, of Dacapo benchmarks when running
on the class identified by the classification system. The JVM was
parametrized with a 400 MB maximum heap across all configu-
rations. The series default-199 and default-99 differ in the
GC time ratio (i.e. GCr , Section 3), using the values 199 and 99. In
the latter case, the JVMwill try to minimize the GC operation time
to less than 1% of the overall time, freely expanding the heap as
necessary, eventually until the maximum value defined. In both
series, the generations resizing parameters are the JVM’s default
ones. Fig. 10.c depicts the corresponding memory-performance
efficiency comparing the two competitive configuration (⁀default-
99 and GC-Wise) with the base one (default-199). GC-Wise can
improve memory savings across all applications, in most case
having at least 50% more memory-performance efficiency than
the default-199 base configuration, while in 5 of them it more
than doubles.

Fig. 11 does the same study but using the set of application
not used to train the model. In this set of applications the saved
heap is larger because the default parameters are too generous
regarding the memory committed to each process, unnecessarily
using resources that would either have to be overcommitted or
simply refused to new tenants sharing the same hardware.

To conclude the evaluation we run a sub-set of the application
in an hardware of Profile 2. The OpenJDK Zero VM was set with
a maximum heap size of 200 MB, and an initial size of 25 MB.
Before each run, the system had approximately 320 MB of RAM
available for user space processes. Fig. 12 shows the results of
using the best values identified by the classifier for each of the
tested application. In this case, GC-Wise operates as well as the
default configuration for 4 applications, but more than doubles
the memory-performance efficiency for the remaining four. In a
device with so many memory limitations, having the possibility
to choose a more memory-efficient solution, even for a sub-
set of applications, without harming performance or the other
applications, is extremely important. This is a key enabling result
for Fog and Edge computing with Java.

7. Conclusions

In recent years we have seen a growing interest on the process
of migrating from heavy-resourced datacenters to the edge of the
network. This vision of edge clouds, when fulfilled, is a complex
cooperative system where parties communicate and cooperate in
order to process and manage both data and knowledge. While
these new deployments will continue to enjoy the portability,
safety, and high-level programming simplicity of managed run-
times, they face new resource scheduling challenges because
of the number of devices involved and their less resourceful
hardware, particularly memory [17,41].

We developed a low-overhead machine learning-based appli-
cation classification that drives an adaptive memory management
control, useful across different cloud deployment. Our goal is to
show that it is possible to choose at run-time, based on previ-
ous executions, the best GC parameters for a given application,
obtaining reductions in the memory footprint of virtual ma-
chines with limited performance impacts, improving resource
effectiveness and revenue. The use of workload-aware policies
to distribute resources among different tenants needs specific
allocation mechanisms and strategies that can act upon the assets
controlled by managed runtimes, most notably memory. This
paper describes the design rationale to build GC-Wise, a system
to guide the management of memory in systems where certain

https://math.nist.gov/scimark2/about.html
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Fig. 11. SPECjvm application running on server-class hardware.

classes of application are frequently executed given the chance
to learn the best parameters and use that knowledge in the
future. GC-Wise identifies an application type and reconfigures
relevant memory-related parameters based on the observation
of performance counter values. We show that this can be done
with low-overhead, applying parameters that can save physical
memory, with minimum impact on the overall progress of appli-
cations. The techniques presented in this paper can be applied to
other adaptation points, if the manage runtime exports them to
be used by an autonomous adaptation middleware. Examples in-
clude the garbage collection algorithm itself. Furthermore, future

Fig. 12. Dacapo applications running on Raspberry Pi class hardware.

work should explore the use of GC-Wise to target other trade-
offs in resource management, including the energy efficiency of
different GC algorithms.
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