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Abstract

This dissertation challenges widely held assumptions about data replication in

cloud storage systems. It demonstrates that existing cloud storage techniques are far

from being optimal for guarding against different types of node failure events. The

dissertation provides novel methodologies for analyzing node failures and designing

non-random replication schemes that offer significantly higher durability than existing

techniques, at the same storage cost and cluster performance.

Popular cloud storage systems typically replicate their data on random nodes to

guard against data loss due to node failures. Node failures can be classified into two

categories: independent and correlated node failures. Independent node failures are

typically caused by independent server and hardware failures, and occur hundreds of

times a year in a cluster of thousands of nodes. Correlated node failures are failures

that cause multiple nodes to fail simultaneously and occur a handful of times a year

or less. Examples of correlated failures include recovery following a power outage or

a large-scale network failure.

The conventional wisdom to guard against node failures is to replicate each node’s

data three times within the same cluster, and also geo-replicate the entire cluster to

a separate location to protect against correlated failures.

The dissertation shows that random replication within a cluster is almost guaran-

teed to lose data under common scenarios of correlated node failures. Due to the high

fixed cost of each incident of data loss, many data center operators prefer to mini-

mize the frequency of such events at the expense of losing more data in each event.

The dissertation introduces Copyset Replication, a novel general-purpose replication

technique that significantly reduces the frequency of data loss events within a clus-

ter. It also presents an implementation and evaluation of Copyset Replication on

two open source cloud storage systems, HDFS and RAMCloud, and shows it incurs a

low overhead on all operations. Such systems require that each node’s data be scat-

tered across several nodes for parallel data recovery and access. Copyset Replication

presents a near optimal trade-off between the number of nodes on which the data is



scattered and the probability of data loss. For example, in a 5000-node RAMCloud

cluster under a power outage, Copyset Replication reduces the probability of data

loss from 99.99% to 0.15%. For Facebook’s HDFS cluster, it reduces the probability

from 22.8% to 0.78%.

The dissertation also demonstrates that with any replication scheme (including

Copyset Replication), using two replicas is sufficient for protecting against indepen-

dent node failures within a cluster, while using three replicas is inadequate for pro-

tecting against correlated node failures. Given that in many storage systems the third

or n-th replica was introduced for durability and not for performance, storage systems

can change the placement of the last replica to address correlated failures, which are

the main vulnerability of cloud storage systems.

The dissertation presents Tiered Replication, a replication scheme that splits the

cluster into a primary and backup tier. The first two replicas are stored on the primary

tier and are used to recover data in the case of independent node failures, while the

third replica is stored on the backup tier and is used for correlated failures. The key

insight behind Tiered Replication is that, since the third replicas are rarely read, we

can place the backup tier on separate physical infrastructure or a remote location

without affecting performance. This separation significantly increases the resilience

of the storage system to correlated failures and presents a low cost alternative to

geo-replication of an entire cluster. In addition, the Tiered Replication algorithm

optimally minimizes the probability of data loss under correlated failures. Tiered

Replication can be executed incrementally for each cluster change, which allows it

to supports dynamic environments where nodes join and leave the cluster, and it

facilitates additional data placement constraints required by the storage designer, such

as network and rack awareness. Tiered Replication was implemented on HyperDex,

an open-source cloud storage system, and the dissertation demonstrates that it incurs

a small performance overhead. Tiered Replication improves the cluster-wide MTTF

by a factor of 100,000 in comparison to random replication, without increasing the

amount of storage.
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2 CHAPTER 1. INTRODUCTION

1.1 Introduction

Cloud storage systems are used by web service providers, such as Google, Facebook

and Amazon, to centrally store, process and backup massive amounts of data. These

storage systems store petabytes of data across thousands of servers. Such storage

systems are utilized to store web mail attachments, search engine indexes and social

network profile data.

Unlike traditional storage systems, which guard against data loss by utilizing

expensive fault-tolerant hardware systems, cloud storage systems use a smart dis-

tributed software layer to handle data replication and recovery, across a large number

of inexpensive commodity servers that frequently fail.

The unprecedented scale of these storage systems coupled with the need to tol-

erate frequent commodity server hardware failures, create novel research questions

about how to effectively guard against node failurs. The dissertation provides two

motivating examples for such research questions.

First, cloud storage system operators, such as Yahoo! [75], LinkedIn [10] and

Facebook [8] have noticed that once the cluster scales beyond several thousands of

nodes, large scale correlated failures, such as power outages or large network failures,

are almost guaranteed to cause data loss. This type of data loss incident only occurs

once these storage system reach a scale of thousands of nodes.

Second, cloud storage systems use data replication in order to guard against data

loss. When designing cloud storage systems, many storage designers need to answer

a simple question: how many replicas would be sufficient in order to protect against

data loss? In order to answer this question, we need to understand the underlying

causes of data loss in cloud storage systems, and how the number of replicas and the

placement of the replica would affect the mean time to failure (MTTF) of the entire

storage system.

Motivated by these problems and other common issues encountered by such sys-

tems, this dissertation propose a novel framework for modeling and analyzing node

failures in cloud storage systems. Based on this framework, it provides a design and

implementation of two novel replication techniques, Copyset Replication and Tiered
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Replication, that optimally protect against data loss in storage systems that span any

number of nodes.

1.2 Contributions

At a high level, this dissertation demonstrates that widely used replication and data

placement techniques are not tuned to the failure scenarios that occur in modern cloud

storage systems, and provides a framework for analyzing node failures and techniques

that optimally address these failures. The dissertation presents implementations of

these techniques and demonstrates that they offer much higher resilience at the same

or at lower cost than existing replication schemes. The specific contributions of this

dissertation are described below.

1.2.1 Model for Computing MTTF Across an Entire Cloud

Storage Cluster

An important contribution of this dissertation is that it is the first to analyze the

MTTF (Mean Time To Failure) of an entire cloud storage cluster.

In the distributed storage community, node failures are traditionally classified into

two types of failures: independent and correlated node failures [8, 10, 28, 6, 58, 87].

For many years, researchers have been analyzing the MTTF of a single node due

to independent node failures, by analyzing the fault tolerance of disk systems [70,

71, 57, 80, 74, 32, 62, 88, 30]. There is a much more limited body of work on

analyzing correlated failures in a cloud storage setting, with thousands of commodity

servers. There are several prior studies on smaller clusters, consisting of hundreds

of nodes [59, 40, 61, 68, 81, 86], but very few studies on modern web-scale storage

systems. Google researchers have studied the MTTF of a single piece of data in a cloud

storage clustered environment, which is primarily affected by correlated failures [28,

31, 19]. Similarly, LinkedIn released a report about the availability of their HDFS

cluster under correlated and independent node failures [10].

The problem with these prior models is that they only allow storage designers to
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analyze the MTTF from the point of view of a single node or a single data chunk.

Knowing the MTTF of a single node or chunk does not allow storage designers to

determine the MTTF of an entire cluster. To illustrate the difference between the

MTTF of a single data chunk and the MTTF of an entire cluster, consider the follow-

ing example. Assume a chunk has an MTTF of 100 years. If we have a cluster with

100 chunks across several nodes, the cluster’s MTTF would be 100 years if all the

data chunks fail at the exactly same time. The cluster-wide MTTF could also be 1

year (i.e., 100 times lower), if each chunk fails at different intervals. The cluster-wide

failure model (i.e., the correlation and frequency of node failures), and the placement

of data across the cluster would explain the differences in the cluster-wide MTTF.

This dissertation is the first to provide frameworks for computing the MTTF for

an entire cluster, or in other words, calculating how frequently data loss occurs across

an entire data center with thousands of nodes. It is important for storage designers

to be able to model and understand the MTTF and of an entire cluster, because it

affects the overall reliability and availability of the applications utilizing the storage

system. Some applications may lose availability at every occurance of data loss. In

addition, since each data loss event in a cloud storage system might incur a high

fixed cost, because the data loss incident necessitates manual location and recovery

of data, some storage designers prefer to minimize the overall MTTF of the cluster,

even if each failure incident event may result in a higher average data loss [54].

The dissertation provides a relatively simple model for calculating the cluster-

wide MTTF for both independent and correlated node failures. It shows how the

parameters of the cluster, including the node recovery time, replication technique

and MTTF of each individual machine affect the overall MTTF of the cluster. It also

qualitatively demonstrates why both Google and LinkedIn have found that correlated

node failures are a much greater cause of data loss in cloud storage systems than

independent node failures.
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1.2.2 Copyset Framework and the Shortcomings of Random

Replication

Based on the cluster-wide MTTF model, the dissertation demonstrates that data

placement and replication is one of the most important tools for storage system de-

signers to control the cluster-wide MTTF. Prior work has shown that random repli-

cation suffers from a high rate of data loss under correlated failures [3, 75, 10]. The

dissertation provides a framework that helps explain why random replication is prone

to a high probability of data loss, and furthermore shows that random replication,

which is used by an overwhelming majority of cloud storage systems, is a very poor

data placement policy for minimizing cluster-wide MTTF.

The work shows that in order to minimize cluster-wide MTTF, storage system

designers must minimize the number of sets of nodes containing all replicas of data

chunks, or, minimize the number of copysets. This dissertation demonstrates that

the number of copysets is one of the most important factors determining cluster-wide

MTTF. It shows that random replication, or other schemes that uniformly scatter

replicas across the cluster, such as consistent hashing based techniques [41, 79, 47,

20, 18, 67, 65], will produce the maximum number of copysets if the number of chunks

in the storage systems is very high.

The work also introduces the concept of scatter width, which is the number of

candidate nodes that can store each node’s replica. Scatter width is a function of node

recovery time, because it determines how many nodes will participate in recovering

the data of a failed node. This work describes the relationship between copysets

and scatter width, and shows that with random replication the number of copysets

increases as a polynomial function of the scatter width.

The thesis provides a benchmark for the optimal relationship between the number

of copysets and the scatter width, and shows that in optimal schemes the number of

copysets increases as a linear function of the scatter width.
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1.2.3 Copyset Replication and Tiered Replication

The thesis presents the design of two new practical replication schemes, Copyset Repli-

cation and Tiered Replication, that unlike randomized replication schemes, minimize

the number of copysets for a given scatter width.

Copyset Replication is a novel scheme that allows the storage system designer to

constrain the number of copysets, as a function of the scatter width, within a single

cluster. If the storage system requires increased scatter width, Copyset Replication

will create a new permutation of copysets. The work demonstrates that Copyset

Replication achieves a near-optimal linear relationship between the number of copy-

sets and the scatter width.

Copyset Replication is implemented on two open-source systems, HDFS and

RAMCloud, and the work demonstrates that it causes a minimal overhead on nor-

mal performance, while reducing the probability of data loss under correlated failures

by orders of magnitude. For example, in a 5000-node RAMCloud cluster under a

power outage, Copyset Replication reduces the probability of data loss from 99.99%

to 0.15%. For Facebook’s HDFS cluster, it reduces the probability from 22.8% to

0.78%.

Copyset Replication is only focused on replication within the same cluster and

physical location. However, many storage system designers employ geo-replication as

a technique to further increase the MTTF of the storage system, by replication an

entire cluster’s data to a second, remote cluster [28, 52, 24, 49, 51, 45, 91, 4]. This

effectively doubles the storage system’s storage size.

Tiered Replication is a novel scheme that provides almost the same level of dura-

bility of geo-replication, at a greatly reduced price. The work demonstrates that in

practical settings, the last (typically the third) replica is not necessary for preventing

data loss due to independent node failures, due to the very low probability that in-

dependent node failures will affect several nodes simultaneously. Therefore, the last

replica can be utilized for “geo-replication” of a single replica, or in other words, the

last replica can be placed on a separate or remote data center.

In addition, unlike previous random replication schemes, Tiered Replication also

minimizes the number of copysets per scatter width, by greedily creating unique
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replication sets that have very few overlaps. Therefore, by combining light-weight

geo-replication with a minimal number of copysets, Tiered Replication improves the

cluster-wide MTTF by a factor of 100,000 in comparison to random replication and

by a factor of 100 compared to Copyset Replication, without increasing the amount

of storage.

The work presents the implementation of Tiered Replication on HyperDex, an

open-source cloud storage system, and shows that it incurs a minimal overhead on

normal storage operations. In addition, since Tiered Replication relies on an in-

cremental greedy algorithm, it has better support for dynamic cluster changes and

network topology constraints than Copyset Replication.

The idea of leveraging the high MTTF under independent node failures to place

the last replica on a separate storage infrastructure is novel, and unlike traditional

geo-replication does not double the storage cost of the system. This idea can is widely

applicable to a wide variety of storage systems.

1.2.4 The Relationship of Copysets with BIBD

Both Copyset Replication and Tiered Replication provide a linear relationship be-

tween the number of copysets and the scatter width. However, both of these replica-

tion techniques do not provide an optimally minimal number of copysets.

This dissertation is the first to demonstrate that BIBD (Balanced Incomplete

Block Designs), a field of combinatorial theory, can be a potential technique to op-

timally solve the copyset minimization problem (and also optimally minimze the

cluster-wide MTTF) for a given scatter width. BIBD schemes have been used for

a variety of applications in the past, including agriculture experiments [21, 16, 89],

social sciences [85, 26], RAID storage systems [35, 73] and network fabric intercon-

nects [36, 55]. The dissertation shows that finding the minimal number of copysets

for a scatter width that is exactly equal to the number of nodes in the cluster, is

similar to a BIBD scheme with a λ parameter equal to 1.

Since most practical cloud storage systems require a scatter width that is smaller

than the number of nodes in the cluster, existing BIBD schemes do not allow us to
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construct practical replication techniques. Existing BIBD schemes only provide inte-

ger λ values. Therefore, this dissertation introduces motivation for a new promising

area of potential future theoretical research, of creating BIBD schemes with λ value

that are smaller than 1.

1.3 How to Read This Dissertation?

The chapters in this dissertation are ordered from a pedagogical point of view. It

starts with Copyset Replication (based on work published in Usenix ATC 2013 [14]),

described in Chapter 2, which describes the copyset framework, provides a model for

analyzing correlated failures and introduces Copyset Replication, a simple technique

to minimize the number of copysets for any scatter width. Tiered Replication, de-

scribed in Chapter 3 (based on work published in Usenix ATC 2015 [13]), extends

the failure model for independent node failures, and provides techniques to further

increase the MTTF under correlated failures, by geo-replicating a single replica (in-

stead of an entire cluster). Finally, in Chapter 4, the results of the dissertation are

summarized and the chapter provides an outlook for future work on cloud storage

durability.



Chapter 2

A Framework for Replication:

Copysets and Scatter Width

9
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2.1 Introduction

Random replication is used as a common technique by data center storage systems,

such as Hadoop Distributed File System (HDFS) [75], RAMCloud [60], Google File

System (GFS) [29] and Windows Azure [9] to ensure durability and availability. These

systems partition their data into chunks that are replicated several times (we use R

to denote the replication factor) on randomly selected nodes on different racks. When

a node fails, its data is restored by reading its chunks from their replicated copies.

However, large-scale correlated failures such as cluster power outages, a common

type of data center failure scenario [19, 28, 75, 10], are handled poorly by random repli-

cation. This scenario stresses the availability of the system because a non-negligible

percentage of nodes (0.5%-1%) [75, 10] do not come back to life after power has been

restored. When a large number of nodes do not power up there is a high probability

that all replicas of at least one chunk in the system will not be available.

Figure 2.1 shows that once the size of the cluster scales beyond 300 nodes, this

scenario is nearly guaranteed to cause a data loss event in some of these systems. Such

data loss events have been documented in practice by Yahoo! [75], LinkedIn [10] and

Facebook [8]. Each event reportedly incurs a high fixed cost that is not proportional

to the amount of data lost. This cost is due to the time it takes to locate the

unavailable chunks in backup or recompute the data set that contains these chunks.

In the words of Kannan Muthukkaruppan, Tech Lead of Facebook’s HBase engineering

team: “Even losing a single block of data incurs a high fixed cost, due to the overhead

of locating and recovering the unavailable data. Therefore, given a fixed amount of

unavailable data each year, it is much better to have fewer incidents of data loss

with more data each than more incidents with less data. We would like to optimize

for minimizing the probability of incurring any data loss” [54]. Other data center

operators have reported similar experiences [11].

Another point of view about this trade-off was expressed by Luiz André Barroso,

Google Fellow: “Having a framework that allows a storage system provider to manage

the profile of frequency vs. size of data losses is very useful, as different systems

prefer different policies. For example, some providers might prefer frequent, small
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Figure 2.1: Computed probability of data loss with R = 3 when 1% of the nodes
do not survive a power outage. The parameters are based on publicly available
sources [75, 8, 10, 60] (see Table 2.1).

losses since they are less likely to tax storage nodes and fabric with spikes in data

reconstruction traffic. Other services may not work well when even a small fraction

of the data is unavailable. Those will prefer to have all or nothing, and would opt for

fewer events even if they come at a larger loss penalty.” [62]

Random replication sits on one end of the trade-off between the frequency of

data loss events and the amount lost at each event. In this dissertation we introduce

Copyset Replication, an alternative general-purpose replication scheme with the same

performance of random replication, which sits at the other end of the spectrum.

Copyset Replication splits the nodes into copysets, which are sets of R nodes.

The replicas of a single chunk can only be stored on one copyset. This means that

data loss events occur only when all the nodes of some copyset fail simultaneously.

The probability of data loss is minimized when each node is a member of exactly

one copyset. For example, assume our system has 9 nodes with R = 3 that are split
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into three copysets: {1, 2, 3}, {4, 5, 6}, {7, 8, 9}. Our system would only lose data if

nodes 1, 2 and 3, nodes 4, 5 and 6 or nodes 7, 8 and 9 fail simultaneously.

In contrast, with random replication and a sufficient number of chunks, any com-

bination of 3 nodes would be a copyset, and any combination of 3 nodes that fail

simultaneously would cause data loss.

The scheme above provides the lowest possible probability of data loss under cor-

related failures, at the expense of the largest amount of data loss per event. However,

the copyset selection above constrains the replication of every chunk to a single copy-

set, and therefore impacts other operational parameters of the system. Notably, when

a single node fails there are only R− 1 other nodes that contain its data. For certain

systems (like HDFS), this limits the node’s recovery time, because there are only

R − 1 other nodes that can be used to restore the lost chunks. This can also create

a high load on a small number of nodes.

To this end, we define the scatter width (S) as the number of nodes that store

copies for each node’s data.

Using a low scatter width may slow recovery time from independent node failures,

while using a high scatter width increases the frequency of data loss from correlated

failures. In the 9-node system example above, the following copyset construction will

yield S = 4: {1, 2, 3}, {4, 5, 6}, {7, 8, 9}, {1, 4, 7}, {2, 5, 8}, {3, 6, 9}. In this example,

chunks of node 5 would be replicated either at nodes 4 and 6, or nodes 2 and 8. The

increased scatter width creates more copyset failure opportunities.

The goal of Copyset Replication is to minimize the probability of data loss, given

any scatter width by using the smallest number of copysets. We demonstrate that

Copyset Replication provides a near optimal solution to this problem. We also show

that this problem has been partly explored in a different context in the field of

combinatorial design theory, which was originally used to design agricultural experi-

ments [78].

Copyset Replication transforms the profile of data loss events: assuming a power

outage occurs once a year, it would take on average a 5000-node RAMCloud cluster

625 years to lose data. The system would lose an average of 64 GB (an entire server’s

worth of data) in this rare event. With random replication, data loss events occur
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frequently (during every power failure), and several chunks of data are lost in each

event. For example, a 5000-node RAMCloud cluster would lose about 344 MB in

each power outage.

To demonstrate the general applicability of Copyset Replication, we implemented

it on two open source data center storage systems: HDFS and RAMCloud. We show

that Copyset Replication incurs a low overhead on both systems. It reduces the

probability of data loss in RAMCloud from 99.99% to 0.15%. In addition, Copyset

Replication with 3 replicas achieves a lower data loss probability than the random

replication scheme does with 5 replicas. For Facebook’s HDFS deployment, Copyset

Replication reduces the probability of data loss from 22.8% to 0.78%.

The dissertation is split into the following sections. Section 2.2 presents the prob-

lem. Section 2.3 provides the intuition for our solution. Section 3.3 discusses the

design of Copyset Replication. Section 2.5 provides details on the implementation of

Copyset Replication in HDFS and RAMCloud and its performance overhead. Ad-

ditional applications of Copyset Replication are presented in in Section 2.6, while

Section 3.5 analyzes related work.
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System Chunks
per Node

Cluster
Size

Scatter
Width

Replication Scheme

Facebook 10000 1000-5000 10 Random replication on a small
group of nodes, second and
third replica reside on the same
rack

RAMCloud 8000 100-10000 N-1 Random replication across all
nodes

HDFS 10000 100-10000 200 Random replication on a large
group of nodes, second and
third replica reside on the same
rack

Table 2.1: Replication schemes of data center storage systems. These parameters are
estimated based on publicly available data [10, 75, 8, 3, 60]. For simplicity, we fix the
HDFS scatter width to 200, since its value varies depending on the cluster and rack
size.

2.2 The Problem

In this section we examine the replication schemes of three data center storage systems

(RAMCloud, the default HDFS and Facebook’s HDFS), and analyze their vulnera-

bility to data loss under correlated failures.

2.2.1 Definitions

The replication schemes of these systems are defined by several parameters. R is

defined as the number of replicas of each chunk. The default value of R is 3 in these

systems. N is the number of nodes in the system. The three systems we investigate

typically have hundreds to thousands of nodes. We assume nodes are indexed from

1 to N . S is defined as the scatter width. If a system has a scatter width of S, each

node’s data is split uniformly across a group of S other nodes. That is, whenever a

particular node fails, S other nodes can participate in restoring the replicas that were

lost. Table 2.1 contains the parameters of the three systems.

We define a set, as a group of R distinct nodes. A copyset is a set that stores all of

the copies of a chunk. For example, if a chunk is replicated on nodes {7, 12, 15}, then
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these nodes form a copyset. We will show that a large number of distinct copysets

increases the probability of losing data under a massive correlated failure. Throughout

the paper, we will investigate the relationship between the number of copysets and

the system’s scatter width.

We define a permutation as an ordered list of all nodes in the cluster. For example,

{4, 1, 3, 6, 2, 7, 5} is a permutation of a cluster with N = 7 nodes.

Finally, random replication is defined as the following algorithm. The first, or

primary replica is placed on a random node from the entire cluster. Assuming the

primary replica is placed on node i, the remaining R−1 secondary replicas are placed

on random machines chosen from nodes {i + 1, i + 2, ..., i + S}. If S = N − 1, the

secondary replicas’ nodes are chosen uniformly from all the nodes in the cluster 1.

2.2.2 Random Replication

The primary reason most large scale storage systems use random replication is that

it is a simple replication technique that provides strong protection against uncorre-

lated failures like individual server or disk failures [75, 28] 2. These failures happen

frequently (thousands of times a year on a large cluster [19, 28, 10]), and are caused

by a variety of reasons, including software, hardware and disk failures. Random repli-

cation across failure domains (e.g., placing the copies of a chunk on different racks)

protects against concurrent failures that happen within a certain domain of nodes,

such as racks or network segments. Such failures are quite common and typically

occur dozens of times a year [19, 28, 10].

However, multiple groups, including researchers from Yahoo! and LinkedIn, have

observed that when clusters with random replication lose power, several chunks of

data become unavailable [75, 10], i.e., all three replicas of these chunks are lost. In

these events, the entire cluster loses power, and typically 0.5-1% of the nodes fail to

1Our definition of random replication is based on Facebook’s design, which selects the replication
candidates from a window of nodes around the primary node.

2For simplicity’s sake, we assume random replication for all three systems, even though the
actual schemes are slightly different (e.g., HDFS replicates the second and third replicas on the
same rack [75].). We have found there is little difference in terms of data loss probabilities between
the different schemes.
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Figure 2.2: Simulation of the data loss probabilities of a RAMCloud cluster, varying
the number of replicas per chunk.

reboot [75, 10]. Such failures are not uncommon; they occur once or twice per year

in a given data center [10].

Figure 2.1 shows the probability of losing data in the event of a power outage in the

three systems. The figure shows that RAMCloud and HDFS are almost guaranteed

to lose data in this event, once the cluster size grows beyond a few hundred nodes.

Facebook has a lower data loss probability of about 20% for clusters of 5000 nodes.

Multiple groups have expressed interest in reducing the incidence of data loss, at

the expense of losing a larger amount of data at each incident [54, 11, 62]. For example,

the Facebook HDFS team has modified the default HDFS implementation to constrain

the replication in their deployment to significantly reduce the probability of data loss

at the expense of losing more data during each incident [8, 3]. Facebook’s Tech Lead

of the HBase engineering team has confirmed this point, as cited above [54]. Robert

Chansler, Senior Manager of Hadoop Infrastructure at Linkedin has also confirmed

the importance of addressing this issue: “A power-on restart of HDFS nodes is a real
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problem, since it introduces a moment of correlated failure of nodes and the attendant

threat that data becomes unavailable. Due to this issue, our policy is to not turn off

Hadoop clusters. Administrators must understand how to restore the integrity of the

file system as fast as possible, and an option to reduce the number of instances when

data is unavailable–at the cost of increasing the number of blocks recovered at such

instances–can be a useful tool since it lowers the overall total down time”. [11]

The main reason some data center operators prefer to minimize the frequency of

data loss events, is that there is a fixed cost to each incident of data loss that is

not proportional to the amount of data lost in each event. The cost of locating and

retrieving the data from secondary storage can cause a whole data center operations

team to spend a significant amount of time that is unrelated to the amount of data

lost [54]. There are also other fixed costs associated with data loss events. In the

words of Robert Chansler: “In the case of data loss... [frequently] the data may be

recomputed. For re-computation an application typically recomputes its entire data

set whenever any data is lost. This causes a fixed computational cost that is not

proportional with the amount of data lost”. [11]

One trivial alternative for decreasing the probability of data loss is to increase

R. In Figure 2.2 we computed the probability of data loss under different replication

factors in RAMCloud. As we would expect, increasing the replication factor increases

the durability of the system against correlated failures. However, increasing the

replication factor from 3 to 4 does not seem to provide sufficient durability in this

scenario. In order to reliably support thousands of nodes in current systems, the

replication factor would have to be at least 5. Using R = 5 significantly hurts the

system’s performance and almost doubles the cost of storage.

Our goal in this paper is to decrease the probability of data loss under power

outages, without changing the underlying parameters of the system.

2.3 Intuition

If we consider each chunk individually, random replication provides high durability

even in the face of a power outage. For example, suppose we are trying to replicate
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a single chunk three times. We randomly select three different machines to store our

replicas. If a power outage causes 1% of the nodes in the data center to fail, the

probability that the crash caused the exact three machines that store our chunk to

fail is only 0.0001%.

However, assume now that instead of replicating just one chunk, the system repli-

cates millions of chunks (each node has 10,000 chunks or more), and needs to ensure

that every single one of these chunks will survive the failure. Even though each

individual chunk is very safe, in aggregate across the entire cluster, some chunk is

expected to be lost. Figure 2.1 demonstrates this effect: in practical data center

configurations, data loss is nearly guaranteed if any combination of three nodes fail

simultaneously.

We define a copyset as a distinct set of nodes that contain all copies of a given

chunk. Each copyset is a single unit of failure, i.e., when a copyset fails at least one

data chunk is irretrievably lost. Increasing the number of copysets will increase the

probability of data loss under a correlated failure, because there is a higher probability

that the failed nodes will include at least one copyset. With random replication,

almost every new replicated chunk creates a distinct copyset, up to a certain point.

2.3.1 Minimizing the Number of Copysets

In order to minimize the number of copysets a replication scheme can statically as-

sign each node to a single copyset, and constrain the replication to these pre-assigned

copysets. The first or primary replica would be placed randomly on any node (for

load-balancing purposes), and the other secondary replicas would be placed deter-

ministically on the first node’s copyset.

With this scheme, we will only lose data if all the nodes in a copyset fail simulta-

neously. For example, with 5000 nodes, this reduces the data loss probabilities when

1% of the nodes fail simultaneously from 99.99% to 0.15%.

However, the downside of this scheme is that it severely limits the system’s scatter

width. This may cause serious problems for certain storage systems. For example,

if we use this scheme in HDFS with R = 3, each node’s data will only be placed on
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two other nodes. This means that in case of a node failure, the system will be able

to recover its data from only two other nodes, which would significantly increase the

recovery time. In addition, such a low scatter width impairs load balancing and may

cause the two nodes to be overloaded with client requests.

2.3.2 Scatter Width

Our challenge is to design replication schemes that minimize the number of copysets

given the required scatter width set by the system designer.

To understand how to generate such schemes, consider the following example.

Assume our storage system has the following parameters: R = 3, N = 9 and S = 4.

If we use random replication, each chunk will be replicated on another node chosen

randomly from a group of S nodes following the first node. E.g., if the primary replica

is placed on node 1, the secondary replica will be randomly placed either on node 2,

3, 4 or 5.

Therefore, if our system has a large number of chunks, it will create 54 distinct

copysets.

In the case of a simultaneous failure of three nodes, the probability of data loss is

the number of copysets divided by the maximum number of sets:

# copysets(
N
R

) =
54(
9
3

) = 0.64

Now, examine an alternative scheme using the same parameters. Assume we only

allow our system to replicate its data on the following copysets:

{1, 2, 3}, {4, 5, 6}, {7, 8, 9}{1, 4, 7}, {2, 5, 8}, {3, 6, 9}

That is, if the primary replica is placed on node 3, the two secondary replicas can

only be randomly on nodes 1 and 2 or 6 and 9. Note that with this scheme, each

node’s data will be split uniformly on four other nodes.

The new scheme created only 6 copysets. Now, if three nodes fail, the probability
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of data loss is:
# copysets

84
= 0.07.

As we increase N , the relative advantage of creating the minimal number of copysets

increases significantly. For example, if we choose a system with N = 5000, R = 3,

S = 10 (like Facebook’s HDFS deployment), we can design a replication scheme that

creates about 8,300 copysets, while random replication would create about 275,000

copysets.

The scheme illustrated above has two important properties that form the basis

for the design of Copyset Replication. First, each copyset overlaps with each other

copyset by at most one node (e.g., the only overlapping node of copysets {4, 5, 6} and

{3, 6, 9} is node 6). This ensures that each copyset increases the scatter width for its

nodes by exactly R − 1. Second, the scheme ensures that the copysets cover all the

nodes equally.

Our scheme creates two permutations, and divides them into copysets. Since each

permutation increases the scatter width by R− 1, the overall scatter width will be:

S = P (R− 1)

Where P is the number of permutations. This scheme will create P
N

R
copysets, which

is equal to:
S

R− 1

N

R
.

The number of copysets created by random replication for values of S <
N

2
is:

N
(

S
R−1

)
. This number is equal to the number of primary replica nodes times R − 1

combinations of secondary replica nodes chosen from a group of S nodes. When S

approaches N , the number of copysets approaches the total number of sets, which is

equal to
(
N
R

)
.

In summary, in a minimal copyset scheme, the number of copysets grows linearly

with S, while random replication creates O(SR−1) copysets. Figure 2.3 demonstrates

the difference in data loss probabilities as a function of S, between random replication

and Copyset Replication, the scheme we develop in the paper.
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Figure 2.3: Data loss probability when 1% of the nodes fail simultaneously as a
function of S, using N = 5000, R = 3.



22CHAPTER 2. A FRAMEWORK FORREPLICATION: COPYSETS AND SCATTERWIDTH

Node	
  1	
  

Permuta(on	
  1	
  

Node	
  2	
   Node	
  3	
   Node	
  4	
   Node	
  5	
   Node	
  6	
   Node	
  7	
   Node	
  8	
   Node	
  9	
  

Node	
  7	
   Node	
  5	
   Node	
  1	
   Node	
  6	
   Node	
  4	
   Node	
  9	
   Node	
  3	
   Node	
  2	
   Node	
  8	
  

Permuta(on	
  2	
  

Node	
  9	
   Node	
  7	
   Node	
  2	
   Node	
  3	
   Node	
  6	
   Node	
  1	
   Node	
  4	
   Node	
  5	
   Node	
  8	
  

Copyset	
  1	
   Copyset	
  2	
   Copyset	
  3	
  

Copyset	
  4	
   Copyset	
  5	
   Copyset	
  6	
  

Permuta(on	
  Phase	
  

Figure 2.4: Illustration of the Copyset Replication Permutation phase.

2.4 Design

In this section we describe the design of a novel replication technique, Copyset Repli-

cation, that provides a near optimal trade-off between the scatter width and the

number of copysets.

As we saw in the previous section, there exist replication schemes that achieve a

linear increase in copysets for a linear increase in S. However, it is not always simple

to design the optimal scheme that creates non-overlapping copysets that cover all the

nodes. In some cases, with specific values of N , R and S, it has even been shown

that no such non-overlapping schemes exist [37, 42]. For a more detailed theoretical

discussion see Section 2.7.1.

Therefore, instead of using an optimal scheme, we propose Copyset Replication,

which is close to optimal in practical settings and very simple to implement. Copyset

Replication randomly generates permutations and splits each permutation into copy-

sets. We will show that as long as S is much smaller then the number of nodes in the

system, this scheme is likely to generate copysets with at most one overlapping node.
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Figure 2.5: Illustration of the Copyset Replication Replication phase.

Copyset Replication has two phases: Permutation and Replication. The permu-

tation phase is conducted offline, while the replication phase is executed every time

a chunk needs to be replicated.

Figure 2.4 illustrates the permutation phase. In this phase we create several

permutations, by randomly permuting the nodes in the system. The number of

permutations we create depends on S, and is equal to P =
S

R− 1
. If this number

is not an integer, we choose its ceiling. Each permutation is split consecutively into

copysets, as shown in the illustration. The permutations can be generated completely

randomly, or we can add additional constraints, limiting nodes from the same rack in

the same copyset, or adding network and capacity constraints. In our implementation,

we prevented nodes from the same rack from being placed in the same copyset by

simply reshuffling the permutation until all the constraints were met.

In the replication phase (depicted by Figure 2.5) the system places the replicas on

one of the copysets generated in the permutation phase. The first or primary replica

can be placed on any node of the system, while the other replicas (the secondary
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Figure 2.6: Data loss probability of random replication and Copyset Replication with
R = 3, using the parameters from Table 2.1. HDFS has higher data loss probabilities
because it uses a larger scatter width (S = 200).

replicas) are placed on the nodes of a randomly chosen copyset that contains the first

node.

Copyset Replication is agnostic to the data placement policy of the first replica.

Different storage systems have certain constraints when choosing their primary replica

nodes. For instance, in HDFS, if the local machine has enough capacity, it stores the

primary replica locally, while RAMCloud uses an algorithm for selecting its primary

replica based on Mitzenmacher’s randomized load balancing [56]. The only require-

ment made by Copyset Replication is that the secondary replicas of a chunk are

always placed on one of the copysets that contains the primary replica’s node. This

constrains the number of copysets created by Copyset Replication.



2.4. DESIGN 25

 2000  4000  6000  8000 10000
  0%

 20%

 40%

 60%

 80%

100%
Probability of data loss when 1% of the nodes fail concurrently

Number of RAMCloud nodes

P
ro

b
a
b
ili

ty
 o

f 
d
a
ta

 l
o
s
s

 

 

R=3, Random Replication

R=4, Random Replication

R=2, Copyset Replication

R=5, Random Replication

R=3, Copyset Replication

Figure 2.7: Data loss probability of random replication and Copyset Replication in
RAMCloud.

2.4.1 Durability of Copyset Replication

Figure 2.6 is the central figure of the paper. It compares the data loss probabilities of

Copyset Replication and random replication using 3 replicas with RAMCloud, HDFS

and Facebook. For HDFS and Facebook, we plotted the same S values for Copyset

Replication and random replication. In the special case of RAMCloud, the recovery

time of nodes is not related to the number of permutations in our scheme, because

disk nodes are recovered from the memory across all the nodes in the cluster and not

from other disks. Therefore, Copyset Replication with with a minimal S = R − 1

(using P = 1) actually provides the same node recovery time as using a larger value

of S. Therefore, we plot the data probabilities for Copyset Replication using P = 1.

We can make several interesting observations. Copyset Replication reduces the

probability of data loss under power outages for RAMCloud and Facebook to close

to zero, but does not improve HDFS as significantly. For a 5000 node cluster under
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Figure 2.8: Data loss probability of random replication and Copyset Replication in
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Figure 2.9: Data loss probability of random replication and Copyset Replication in
Facebook’s implementation of HDFS.
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Figure 2.10: Data loss probability on Facebook’s HDFS cluster, with a varying per-
centage of the nodes failing simultaneously.

a power outage, Copyset Replication reduces RAMCloud’s probability of data loss

from 99.99% to 0.15%. For Facebook, that probability is reduced from 22.8% to

0.78%. In the case of HDFS, since the scatter width is large (S = 200), Copyset

Replication significantly improves the data loss probability, but not enough so that

the probability of data loss becomes close to zero.

Figures 2.7, 2.8 and 2.9 depict the data loss probabilities of 5000 node RAMCloud,

HDFS and Facebook clusters. We can observe that the reduction of data loss caused

by Copyset Replication is equivalent to increasing the number of replicas. For exam-

ple, in the case of RAMCloud, if the system uses Copyset Replication with 3 replicas,

it has lower data loss probabilities than random replication with 5 replicas. Similarly,

Copyset Replication with 3 replicas has the same the data loss probability as random

replication with 4 replicas in a Facebook cluster.

The typical number of simultaneous failures observed in data centers is 0.5-1%

of the nodes in the cluster [75]. Figure 2.10 depicts the probability of data loss
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Figure 2.11: Comparison of the average scatter width ofCopyset Replication to the
optimal scatter width in a 5000-node cluster.

in Facebook’s HDFS system as we increase the percentage of simultaneous failures

much beyond the reported 1%. Note that Facebook commonly operates in the range

of 1000-5000 nodes per cluster (e.g., see Table 2.1). For these cluster sizes Copyset

Replication prevents data loss with a high probability, even in the scenario where 2%

of the nodes fail simultaneously.

2.4.2 Optimality of Copyset Replication

Copyset Replication is not optimal, because it doesn’t guarantee that all of its copy-

sets will have at most one overlapping node. In other words, it doesn’t guarantee

that each node’s data will be replicated across exactly S different nodes. Figure 2.11

depicts a monte-carlo simulation that compares the average scatter width achieved

by Copyset Replication as a function of the maximum S if all the copysets were

non-overlapping for a cluster of 5000 nodes.
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Figure 2.12: Expected amount of data lost as a percentage of the data in the cluster.

The plot demonstrates that when S is much smaller than N , Copyset Replication

is more than 90% optimal. For RAMCloud and Facebook, which respectively use

S = 2 and S = 10, Copyset Replication is nearly optimal. For HDFS we used

S = 200, and in this case Copyset Replication provides each node an average of 98%

of the optimal bandwidth, which translates to S = 192.

2.4.3 Expected Amount of Data Lost

Copyset Replication trades off the probability of data loss with the amount of data

lost in each incident. The expected amount of data lost remains constant regardless

of the replication policy. Figure 2.12 shows the amount of data lost as a percentage

of the data in the cluster.

Therefore, a system designer that deploys Copyset Replication should expect to

experience much fewer events of data loss. However, each one of these events will lose

a larger amount of data. In the extreme case, if we are using Copyset Replication

with S = 2 like in RAMCloud, we would lose a whole node’s worth of data at every
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data loss event.
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2.5 Evaluation

Copyset Replication is a general-purpose, scalable replication scheme that can be

implemented on a wide range of data center storage systems and can be tuned to any

scatter width. In this section, we describe our implementation of Copyset Replication

in HDFS and RAMCloud. We also provide the results of our experiments on the

impact of Copyset Replication on both systems’ performance.

2.5.1 HDFS Implementation

The implementation of Copyset Replication on HDFS was relatively straightforward,

since the existing HDFS replication code is well-abstracted. Copyset Replication is

implemented entirely on the HDFS NameNode, which serves as a central directory

and manages replication for the entire cluster.

The permutation phase of Copyset Replication is run when the cluster is created.

The user specifies the scatter width and the number of nodes in the system. After

all the nodes have been added to the cluster, the NameNode creates the copysets by

randomly permuting the list of nodes. If a generated permutation violates any rack

or network constraints, the algorithm randomly reshuffles a new permutation.

In the replication phase, the primary replica is picked using the default HDFS

replication.

Nodes Joining and Failing

In HDFS nodes can spontaneously join the cluster or crash. Our implementation

needs to deal with both cases.

When a new node joins the cluster, the NameNode randomly creates
S

R− 1
new

copysets that contain it. As long as the scatter width is much smaller than the number

of nodes in the system, this scheme will still be close to optimal (almost all of the

copysets will be non-overlapping). The downside is that some of the other nodes may

have a slightly higher than required scatter width, which creates more copysets than

necessary.
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Replication Recovery
Time (s)

Minimal
Scatter
Width

Average
Scatter
Width

# Copysets

Random Replication 600.4 2 4 234
Copyset Replication 642.3 2 4 13

Random Replication 221.7 8 11.3 2145
Copyset Replication 235 8 11.3 77

Random Replication 139 14 17.8 5967
Copyset Replication 176.6 14 17.8 147

Random Replication 108 20 23.9 9867
Copyset Replication 127.7 20 23.9 240

Table 2.2: Comparison of recovery time of a 100 GB node on a 39 node cluster.
Recovery time is measured after the moment of failure detection.

When a node fails, for each of its copysets we replace it with a randomly selected

node. For example, if the original copyset contained nodes {1, 2, 3}, and node 1 failed,

we re-replicate a copy of the data in the original copyset to a new randomly selected

node. As before, as long as the scatter width is significantly smaller than the number

of nodes, this approach creates non-overlapping copysets.

2.5.2 HDFS Evaluation

We evaluated the Copyset Replication implementation on a cluster of 39 HDFS nodes

with 100 GB of SSD storage and a 1 GB ethernet network. Table 2.2 compares the

recovery time of a single node using Copyset Replication and random replication. We

ran each recovery five times.

As we showed in previous sections, Copyset Replication has few overlapping copy-

sets as long as S is significantly smaller than N . However, since our experiment uses

a small value of N , some of the nodes did not have sufficient scatter width due to

a large number of overlapping copysets. In order to address this issue, our Copy-

set Replication implementation generates additional permutations until the system

reached the minimal desired scatter width for all its nodes. The additional permu-

tations created more copysets. We counted the average number of distinct copysets.
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Scatter Width Mean Load 75th % Load 99th % Load Max Load

10 10% 10% 10% 20%
20 5% 5% 5% 10%
50 2% 2% 2% 6%
100 1% 1% 2% 3%
200 0.5% 0.5% 1% 1.5%
500 0.2% 0.2% 0.4% 0.8%

Table 2.3: The simulated load in a 5000-node HDFS cluster with R = 3, using
Copyset Replication. With Random Replication, the average load is identical to the
maximum load.

As the results show, even with the extra permutations, Copyset Replication still has

orders of magnitude fewer copysets than random replication.

To normalize the scatter width between Copyset Replication and random replica-

tion, when we recovered the data with random replication we used the average scatter

width obtained by Copyset Replication.

The results show that Copyset Replication has an overhead of about 5-20% in re-

covery time compared to random replication. This is an artifact of our small cluster

size. The small size of the cluster causes some nodes to be members of more copy-

sets than others, which means they have more data to recover and delay the overall

recovery time. This problem would not occur if we used a realistic large-scale HDFS

cluster (hundreds to thousands of nodes).

Hot Spots

One of the main advantages of random replication is that it can prevent a particular

node from becoming a ‘hot spot’, by scattering its data uniformly across a random

set of nodes. If the primary node gets overwhelmed by read requests, clients can read

its data from the nodes that store the secondary replicas.

We define the load L(i, j) as the percentage of node i’s data that is stored as a

secondary replica in node j. For example, if S = 2 and node 1 replicates all of its

data to nodes 2 and 3, then L(1, 2) = L(1, 3) = 0.5, i.e., node 1’s data is split evenly

between nodes 2 and 3.
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The more we spread the load evenly across the nodes in the system, the more the

system will be immune to hot spots. Note that the load is a function of the scatter

width; if we increase the scatter width, the load will be spread out more evenly. We

expect that the load of the nodes that belong to node i’s copysets will be dfrac1S.

Since Copyset Replication guarantees the same scatter width of random replication, it

should also spread the load uniformly and be immune to hot spots with a sufficiently

high scatter width.

In order to test the load with Copyset Replication, we ran a monte carlo simulation

of data replication in a 5000-node HDFS cluster with R = 3.

Table 2.3 shows the load we measured in our monte carlo experiment. Since we

have a very large number of chunks with random replication, the mean load is almost

identical to the worst-case load. With Copyset Replication, the simulation shows that

the 99th percentile loads are 1-2 times and the maximum loads 1.5-4 times higher

than the mean load. Copyset Replication incurs higher worst-case loads because the

permutation phase can produce some copysets with overlaps.

Therefore, if the system’s goal is to prevent hot spots even in a worst case scenario

with Copyset Replication, the system designer should increase the system’s scatter

width accordingly.

2.5.3 Implementation of Copyset Replication in RAMCloud

The implementation of Copyset Replication on RAMCloud was similar to HDFS,

with a few small differences. Similar to the HDFS implementation, most of the code

was implemented on RAMCloud’s coordinator, which serves as a main directory node

and also assigns nodes to replicas.

In RAMCloud, the main copy of the data is kept in a master server, which keeps

the data in memory. Each master replicates its chunks on three different backup

servers, which store the data persistently on disk.

The Copyset Replication implementation on RAMCloud only supports a minimal

scatter width (S = R− 1 = 2). We chose a minimal scatter width, because it doesn’t

affect RAMCloud’s node recovery times, since the backup data is recovered from the
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master nodes, which are spread across the cluster.

Another difference between the RAMCloud and HDFS implementations is how

we handle new backups joining the cluster and backup failures. Since each node is

a member of a single copyset, if the coordinator doesn’t find three nodes to form a

complete copyset, the new nodes will remain idle until there are enough nodes to form

a copyset.

When a new backup joins the cluster, the coordinator checks whether there are

three backups that are not assigned to a copyset. If there are, the coordinator assigns

these three backups to a copyset.

In order to preserve S = 2, every time a backup node fails, we re-replicate its

entire copyset. Since backups don’t service normal reads and writes, this doesn’t

affect the sytem’s latency. In addition, due to the fact that backups are recovered in

parallel from the masters, re-replicating the entire group doesn’t significantly affect

the recovery latency. However, this approach does increase the disk and network

bandwidth during recovery.

2.5.4 Evaluation of Copyset Replication on RAMCloud

We compared the performance of Copyset Replication with random replication under

three scenarios: normal RAMCloud client operations, a single master recovery and a

single backup recovery.

As expected, we could not measure any overhead of using Copyset Replication

on normal RAMCloud operations. We also found that it does not impact master

recovery, while the overhead of backup recovery was higher as we expected. We

provide the results below.

Master Recovery

One of the main goals of RAMCloud is to fully recover a master in about 1-2 seconds so

that applications experience minimal interruptions. In order to test master recovery,

we ran a cluster with 39 backup nodes and 5 master nodes. We manually crashed one

of the master servers, and measured the time it took RAMCloud to recover its data.
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Replication Recovery Data Recovery Time

Random Replication 1256 MB 0.73 s
Copyset Replication 3648 MB 1.10 s

Table 2.4: Comparison of backup recovery performance on RAMCloud with Copyset
Replication. Recovery time is measured after the moment of failure detection.

We ran this test 100 times, both with Copyset Replication and random replication.

As expected, we didn’t observe any difference in the time it took to recover the master

node in both schemes.

However, when we ran the benchmark again using 10 backups instead of 39, we

observed Copyset Replication took 11% more time to recover the master node than

the random replication scheme. Due to the fact that Copyset Replication divides

backups into groups of three, it only takes advantage of 9 out of the 10 nodes in

the cluster. This overhead occurs only when we use a number of backups that is

not a multiple of three on a very small cluster. Since we assume that RAMCloud is

typically deployed on large scale clusters, the master recovery overhead is negligible.

Backup Recovery

In order to evaluate the overhead of Copyset Replication on backup recovery, we

ran an experiment in which a single backup crashes on a RAMCloud cluster with 39

masters and 72 backups, storing a total of 33 GB of data. Table 2.4 presents the

results. Since masters re-replicate data in parallel, recovery from a backup failure

only takes 51% longer using Copyset Replication, compared to random replication.

As expected, our implementation approximately triples the amount of data that is

re-replicated during recovery. Note that this additional overhead is not inherent to

Copyset Replication, and results from our design choice to strictly preserve a minimal

scatter width at the expense of higher backup recovery overhead.
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2.6 Discussion

This section discusses how coding schemes relate to the number of copysets, and how

Copyset Replication can simplify graceful power downs of storage clusters.

2.6.1 Copysets and Coding

Some storage systems, such as GFS, Azure and HDFS, use coding techniques to

reduce storage costs. These techniques generally do not impact the probability of

data loss due to simultaneous failures.

Codes are typically designed to compress the data rather than increase its dura-

bility. If the coded data is distributed on a very large number of copysets, multiple

simultaneous failures will still cause data loss.

In practice, existing storage system parity code implementations do not signif-

icantly reduce the number of copysets, and therefore do not impact the profile of

data loss. For example, the HDFS-RAID [1, 25] implementation encodes groups of

5 chunks in a RAID 5 and mirroring scheme, which reduces the number of distinct

copysets by a factor of 5. While reducing the number of copysets by a factor of 5

reduces the probability of data loss, Copyset Replication still creates two orders of

magnitude fewer copysets than this scheme. Therefore, HDFS-RAID with random

replication is still very likely lose data in the case of power outages.

2.6.2 Graceful Power Downs

Data center operators periodically need to gracefully power down parts of a cluster [7,

19, 28]. Power downs are used for saving energy in off-peak hours, or to conduct

controlled software and hardware upgrades.

When part of a storage cluster is powered down, it is expected that at least

one replica of each chunk will stay online. However, random replication considerably

complicates controlled power downs, since if we power down a large group of machines,

there is a very high probability that all the replicas of a given chunk will be taken

offline. In fact, these are exactly the same probabilities that we use to calculate data
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loss. Several previous studies have explored data center power down in depth [48, 34,

83].

If we constrain Copyset Replication to use the minimal number of copysets (i.e.,

use Copyset Replication with S = R − 1), it is simple to conduct controlled cluster

power downs. Since this version of Copyset Replication assigns a single copyset to

each node, as long as one member of each copyset is kept online, we can safely power

down the remaining nodes. For example, a cluster using three replicas with this

version of Copyset Replication can effectively power down two-thirds of the nodes.
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2.7 Related Work

The related work is split into three categories. First, replication schemes that achieve

optimal scatter width are related to a field in mathematics called combinatorial design

theory, which dates back to the 19th century. We will give a brief overview and some

examples of such designs. Second, replica placement has been studied in the context

of DHT systems. Third, several data center storage systems have employed various

solutions to mitigate data loss due to concurrent node failures.

2.7.1 Combinatorial Design Theory

The special case of trying to minimize the number of copysets when S = N − 1 is

related to combinatorial design theory. Combinatorial design theory tries to answer

questions about whether elements of a discrete finite set can be arranged into subsets,

which satisfy certain “balance” properties. The theory has its roots in recreational

mathematical puzzles or brain teasers in the 18th and 19th century. The field emerged

as a formal area of mathematics in the 1930s for the design of agricultural experi-

ments [27]. Stinson provides a comprehensive survey of combinatorial design theory

and its applications. In this subsection we borrow several of the book’s definitions

and examples [78].

The problem of trying to minimize the number of copysets with a scatter width

of S = N − 1 can be expressed a Balanced Incomplete Block Design (BIBD), a type

of combinatorial design. Designs that try to minimize the number of copysets for any

scatter width, such as Copyset Replication, are called unbalanced designs.

A combinatorial design is defined a pair (X,A), such that X is a set of all the

nodes in the system (i.e., X = {1, 2, 3, ..., N}) and A is a collection of nonempty

subsets of X. In our terminology, A is a collection of all the copysets in the system.

Let N , R and λ be positive integers such that N > R ≥ 2. A (N,R, λ) BIBD

satisfies the following properties:

1. |A| = N

2. Each copyset contains exactly R nodes
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3. Every pair of nodes is contained in exactly λ copysets

When λ = 1, the BIBD provides an optimal design for minimizing the number of

copysets for S = N − 1.

For example, a (7, 3, 1)BIBD is defined as:

X = {1, 2, 3, 4, 5, 6, 7}
A = {123, 145, 167, 246, 257, 347, 356}

Note that each one of the nodes in the example has a recovery bandwidth of 6,

because it appears in exactly three non-overlapping copysets.

Another example is the (9, 3, 1)BIBD:

X = {1, 2, 3, 4, 5, 6, 7, 8, 9}
A = {123, 456, 789, 147, 258, 369, 159, 267, 348, 168,

249, 357}

There are many different methods for constructing new BIBDs. New designs

can be constructed by combining other known designs, using results from graph and

coding theory or in other methods [43]. The Experimental Design Handbook has an

extensive selection of design examples [15].

However, there is no single technique that can produce optimal BIBDs for any

combination of N and R. Moreover, there are many negative results, i.e., researchers

that prove that no optimal designs exists for a certain combination ofN and R [37, 42].

Due to these reasons, and due to the fact that BIBDs do not solve the copyset

minimization problem for any scatter width that is not equal to N − 1, it is not

practical to use BIBDs for creating copysets in data center storage systems. This is

why we chose to utilize Copyset Replication, a non-optimal design based on random

permutations that can accommodate any scatter width. However, BIBDs do serve as

a useful benchmark to measure how optimal Copyset Replication in relationship to

the optimal scheme for specific values of S, and the novel formulation of the problem

for any scatter width is a potentially interesting future research topic.
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2.7.2 DHT Systems

There are several prior systems that explore the impact of data placement on data

availability in the context of DHT systems.

Chun et al. [12] identify that randomly replicating data across a large “scope”

of nodes increases the probability of data loss under simultaneous failures. They

investigate the effect of different scope sizes using Carbonite, their DHT replication

scheme. Yu et al. [90] analyze the performance of different replication strategies when

a client requests multiple objects from servers that may fail simultaneously. They

propose a DHT replication scheme called “Group”, which constrains the placement

of replicas on certain groups, by placing the secondary replicas in a particular order

based on the key of the primary replica. Similarly, Glacier [33] constrains the random

spread of replicas, by limiting each replica to equidistant points in the keys’ hash

space.

None of these studies focus on the relationship between the probability of data loss

and scatter width, or provide optimal schemes for different scatter width constraints.

2.7.3 Data Center Storage Systems

Facebook’s proprietary HDFS implementation constrains the placement of replicas to

smaller groups, to protect against concurrent failures [8, 3]. Similarly, Sierra randomly

places chunks within constrained groups in order to support flexible node power downs

and data center power proportionality [83]. As we discussed previously, both of these

schemes, which use random replication within a constrained group of nodes, generate

orders of magnitude more copysets than Copyset Replication with the same scatter

width, and hence have a much higher probability of data loss under correlated failures.

Ford et al. from Google [28] analyze different failure loss scenarios on GFS clusters,

and have proposed geo-replication as an effective technique to prevent data loss under

large scale concurrent node failures. Geo-replication across geographically dispersed

sites is a fail-safe way to ensure data durability under a power outage. However, not

all storage providers have the capability to support geo-replication. In addition, even

for data center operators that have geo-replication (like Facebook and LinkedIn),
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losing data at a single site still incurs a high fixed cost due to the need to locate

or recompute the data. This fixed cost is not proportional to the amount of data

lost [54, 11].
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3.1 Introduction

Popular cloud storage systems like HDFS [75], GFS [29] and Azure [9] typically

replicate their data three times to guard against data loss. The common architecture

of cloud storage systems is to split each node’s storage into data chunks and replicate

each chunk on three randomly selected nodes.

The conventional wisdom is that replicating chunks three times is essential for

preventing data loss due to node failures. In prior literature, node failure events

are broadly categorized into two types: independent node failures and correlated

node failures [8, 10, 28, 6, 58, 87]. Independent node failures are defined as events

where nodes fail individually and independently in time (e.g., individual disk failure,

kernel crash). Correlated failures are defined as failures where several nodes fail

simultaneously due to a common root cause (e.g., network failure, power outage,

software upgrade). In this dissertation, we are primarily concerned with events that

affect data durability rather than data availability, and are therefore concerned with

node failures that cause permanent data loss, such as hardware and disk failures, in

contrast to transient data availability events, such as software upgrades.

This dissertation questions the assumption that traditional three-way replication

is effective to guard against all data loss events. We show that, while a replication

factor of three or more is essential for protecting against data loss under correlated

failures, a replication factor of two is sufficient to protect against independent node

failures.

We note that, in many storage systems, the third or n-th replica was introduced

mainly for durability and not for read performance [10, 76, 12, 23]. Therefore, we can

leverage the last replica to address correlated failures1, which are the main cause of

data loss for cloud storage systems [28, 58].

We demonstrate that in a storage system where the third replica is only read when

the first two are unavailable (i.e., the third replica is not required for operational

data reads), the third replica would be read almost exclusively during correlated

failure events. In such a system, the third replica’s workload is write-dominated,

1Without loss of generality, this dissertation assumes an architecture where some replicas are
used for performance, and others are used for preventing data loss.
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since it would be written to during every system write, but very infrequently read

from (almost exclusively in the case of a correlated failure).

This property can be leveraged by storage systems to increase durability and

reduce storage costs. Storage systems can split their clusters into two tiers: the pri-

mary tier would contain the first and second copy of each replica, while the backup

tier would contain the backup third replicas. The backup tier would only be used

when data is not available in the primary tier. Since the backup tier’s replicas will

be read infrequently they do not require high performance for read operations. The

relaxed read requirements for the third replica enable system designers to further

increase storage durability, by storing the backup tier on a remote site (e.g., Amazon

S3), which significantly reduces the correlation in failures between nodes in the pri-

mary tier and the backup tier. In addition, the backup tier may also be compressed,

deduplicated or stored on a low-cost storage medium (e.g., tape) to reduce storage

capacity costs.

Existing replication schemes cannot effectively separate the cluster into tiers while

maintaining cluster durability. Random replication, the scheme widely used by pop-

ular cloud storage systems, scatters data uniformly across the cluster and has been

shown to be very susceptible to frequent data loss due to correlated failures [14, 10, 3].

Non-random replication schemes, like Copyset Replication [14], have a significantly

lower probability of data loss under correlated failures. However, Copyset Replica-

tion is not designed to effectively distribute the replicas into storage tiers, does not

support nodes joining and leaving the cluster and does not allow the storage system

designer to add additional placement constraints, such as support chain replication

or requiring replicas to be placed on different network partitions and racks.

We present Tiered Replication, a simple dynamic replication scheme that leverages

the asymmetric workload of the third replica, and can be applied to any cloud storage

system. Tiered Replication allows system designers to divide the cluster into primary

and backup tiers, and its incremental operation supports dynamic cluster changes

(e.g., nodes joining and leaving). In addition, unlike random replication, Tiered

Replication enables system designers to limit the frequency of data loss under corre-

lated failures. Moreover, Tiered Replication can support any data layout constraint,



3.1. INTRODUCTION 47

including support for chain replication [84] and topology-aware data placement.

Tiered Replication is an optimization-based data placement algorithm that places

chunks into the best available replication groups. The insight behind its operation is

to select replication groups that both minimize the probability of data loss under cor-

related failures by reducing the overlap between replication groups, and satisfy data

layout constraints defined by the storage system designer. The storage system with

Tiered Replication achieves an MTTF that is 105 greater than random replication,

and more than 102 greater than Copyset Replication.

We implemented Tiered Replication on HyperDex, an open-source key-value cloud

storage system [23]. Our implementation of Tiered Replication versatile enough to

satisfy constraints on replica assignment and load balancing, including HyperDexs

data layout requirements for chain replication [84]. We analyze the performance

of Tiered Replication on a HyperDex installation on Amazon, where the backup

tier, containing the third replicas, is stored on a separate Amazon availability zone.

We show that Tiered Replication incurs a small performance overhead for normal

operations and preserves the performance of node recovery.
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3.2 Motivation

The common architecture of cloud storage systems like HDFS [10, 75], GFS [29] and

Azure [9] is to split each node’s storage into data chunks and replicate each chunk

on three different randomly selected servers. The widely held view [8, 10] is that

three-way replication protects clusters from two types of failures: independent and

correlated node failures. Independent node failures are failures that affect individual

computers, while correlated node failures are failures related to the hosting infras-

tructure of the data center (e.g., network, ventilation, power) [19, 10].

In this section, we challenge this commonly held view. First, we demonstrate that

it is superfluous to use a replication factor of three to provide data durability against

independent failures, and that two replicas provide sufficient redundancy for this type

of failure. Second, building on previous work [14, 10], we show that random three-way

replication falls short in protecting against correlated failures. These findings provide

motivation for a replication scheme that more efficiently handles independent node

failures and provides stronger durability in the face of correlated failures.

3.2.1 Analysis of Independent Node Failures

Consider a storage system with N nodes and a replication factor R. Independent node

failures are modeled as a Poisson process with an arrival rate of λ. Typical parameters

for storage systems are N = 1, 000 to N = 10, 000 and R = 3 [75, 10, 28, 8].

λ =
N

MTTF
, where MTTF is the mean time to permanent failure of a standard

server and its components. We borrow the working assumption used by Yahoo and

LinkedIn, where about 1% of the nodes in a typical cluster fail independently each

month [10, 75], which equates to an annual MTTF of about 8-10 years. In our model

we use an MTTF of 10 years for a single node. We also assume that the number of

nodes in the system remains constant and that there is always a ready idle server to

replace a failed node.

When a node fails, the cluster re-replicates its data by reading it from one or more

servers that store replicas of the node’s chunks and writing the data into another set

of nodes. The node’s recovery time depends on the number of servers that can be
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Figure 3.1: Markov chain of data loss due to independent node failures. Each state
represents the number of nodes that are down simultaneously.

read from in parallel to recover its data. Using previously defined terminology [14],

we term scatter width or S as the average number of servers that participate in a

single node’s recovery. For example, if a node’s data has been replicated uniformly

on 10 other nodes, when this node fails, the storage system can re-replicate its data

by reading it from 10 nodes in parallel. Therefore, its scatter width will be equal to

10.

A single node’s recovery time is modeled as an exponential random variable, with

a parameter of µ. For simplicity’s sake, we assume that recovery time is a linear

function of the scatter width, or a linear function of the number of nodes that recover

in parallel. µ =
S

τ
, where τ is the time to recover a full disk over the network. Typical

values for τ are between 1-30 minutes [10, 75, 28]. Throughout the paper we use a

conservative recovery time for a single node of τ = 30 minutes. For a scatter width

of S = 10, which is the value used by Facebook [3], the recovery time will take on

average 3 minutes. Note that there is a practical lower bound to recovery time. Most

systems first make sure the node has permanently failed before they start recovering

the data. For simplicity’s sake, we do not consider scatter widths that cause the

recovery time to drop below 1 minute.

The rate of data loss due to independent node failures is a function of two probabil-

ities. The first is the probability that i nodes in the cluster have failed simultaneously

at a given point in time: Pr(i failed). The second is the probability of loss given i

nodes failed simultaneously: Pr(loss|i failed). In the next two subsections, we show
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how to compute these probabilities, and in the final subsection we show how to derive

the overall rate of failure due to independent node failures.

Probability of i Nodes Failing Simultaneously

We first express Pr(i failed) using a Continuous-time Markov chain, depicted in

Figure 3.1. Each state in the Markov chain represents the number of failed nodes in

a cluster at a given point in time.

The rate of transition between state i and i + 1 is the rate of independent node

failures across the cluster, namely λ. The rate of the reverse transition between state

i and i − 1 is the recovery rate of single node’s data. Since there are i failed nodes,

the recovery rate of a single node is (i) · µ (in other words, as the number of nodes

the cluster is trying to recover increases, the time it takes to recover the first node

decreases). We assume that the number of failed nodes does not affect the rate of

recovery. This assumption holds true as long as the number of failures is relatively

small compared to the total number of nodes, which is true in the case of independent

node failures in a large cluster (we demonstrate this below).

The probability of each state in a Markov chain with N states can always be de-

rived from a set of N linear equations. However, since N is on the order of magnitude

of 1,000 or more, and the number of simultaneous failures due to independent node

failures in practical settings is very small compared to the number of nodes, we de-

rived an approximate closed-form solution that assumes an infinite sized cluster. This

solution is very simple to compute, and we provide the analysis for it in Appendix 3.6.

The probability of i nodes failing simultaneously at a given point in time is:

Pr(i failed) =
ρi

i!
e−ρ

Where ρ =
λ

µ
. We compute the probabilities for different cluster sizes in Table 3.1.

The results show that the probability of two or more simultaneous failures due to

independent node failures is very low.

Now that we have estimated Pr(i failed), we need to estimate Pr(loss|i failed).
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Number of
Nodes

Pr(2 Failures) Pr(3 Failures) Pr(4 Failures)

1,000 1.8096× 10−8 1.1476× 10−12 5.4586× 10−17

5,000 4.5205× 10−7 1.4334× 10−10 3.4091× 10−14

10,000 1.8065× 10−6 1.1457× 10−9 5.4493× 10−13

50,000 4.4820× 10−5 1.4212× 10−7 3.3800× 10−10

100,000 1.7758× 10−4 1.1262× 10−6 5.3568× 10−9

Table 3.1: Probability of simultaneous node failures due to independent node failures
under different cluster sizes. The model uses S = 10, R = 3, an average node MTTF
of 10 years and a node recovery time of 3 minutes.

Probability of Data Loss Given i Nodes Failed Simultaneously

Previous work has shown how to compute this probability for different types of repli-

cation techniques using simple combinatorics [14]. Replication algorithms map each

chunk to a set of R nodes. A copyset is a set that stores all of the copies of a chunk.

For example, if a chunk is replicated on nodes {7, 12, 15}, then these nodes form a

copyset.

Random replication selects copysets randomly from the entire cluster. Facebook

has implemented its own random replication technique, where theR nodes are selected

from a pre-designated window of nodes. For example, if the first replica is placed on

node 10, the remaining two replicas will randomly be placed on two nodes out of

a window of 10 subsequent nodes (i.e., they will be randomly selected from nodes

{11, ..., 20}) [14, 3].

Unlike these random schemes, Copyset Replication minimizes the number of copy-

sets each node is a member of [14]. To understand the difference between Copyset

Replication and Facebook’s scheme, consider the following example.

Assume our storage system has the following parameters: R = 3, N = 9 and

S = 4. If we use Facebook’s scheme, each chunk will be replicated on another node

chosen randomly from a group of S nodes following the first node. E.g., if the primary

replica is placed on node 1, the secondary replica will be randomly placed either on

node 2, 3, 4 or 5.

Therefore, if our system has a large number of chunks, it will create 54 distinct
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Figure 3.2: MTTF due to independent and correlated node failures of a cluster with
a scatter width of 10.

copysets.

In the case of a simultaneous failure of three nodes, the probability of data loss is

the number of copysets divided by the maximum number of sets:

# copysets(
N
R

) =
54(
9
3

) = 0.64

Now, examine an alternative scheme using the same parameters. Assume we only

allow our system to replicate its data on the following copysets:

{1, 2, 3}, {4, 5, 6}, {7, 8, 9}{1, 4, 7}, {2, 5, 8}, {3, 6, 9}

That is, if the primary replica is placed on node 3, the two secondary replicas can

only be randomly placed on nodes 1 and 2 or 6 and 9. Note that with this scheme,

each node’s data will be split uniformly on four other nodes. The new scheme creates
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only 6 copysets. Now, if three nodes fail, the probability of data loss is:

# copysets

84
=

6

84
= 0.07.

Consequently, as we decrease the number of copysets, Pr(loss|i failed) decreases.

Therefore, this probability is significantly lower with Copyset Replication compared

to Facebook’s Random Replication.

Note however, that we decrease the number of copysets, the frequency of data loss

under correlated failures will decrease, but each correlated failure event will incur a

higher number of lost chunks. This is a desirable trade-off for many storage system

designers, where each data loss event incurs a fixed cost [14].

Another design choice that affects the number of copysets is the scatter width.

As we increase the scatter width, or the number of nodes from which a node’s data

can be recovered after its failure, the minimal number of copysets that must be used
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increases.

MTTF Due to Independent Node Failures

We can now compute the rate of loss due to independent node failures, which is:

Rate of Loss =
1

MTTF
= λ

N∑
i=1

Pr(i− 1 failed) · (1− Pr(loss|i failed))·

Pr(loss|i failed)

The equation accounts for all events in which the Markov chain switches from

state i − 1, in which no loss has occurred, to state i, in which data loss occurs. λ is

the transition rate between state i − 1 and i, Pr(i − 1 failed) is the probability of

being in state i− 1, (1− Pr(loss|i failed)) is the probability that there was no data

loss when i − 1 nodes failed and finally Pr(loss|i failed) is the probability of data

loss when i nodes failed.

Note that no data loss can occur when i < R. Therefore, the sum can be computed

from i = R.

In addition, Table 3.1 shows that under practical system parameters, the probabil-

ity of i simultaneous node failures due to independent node failures drops dramatically

as i increases. Therefore:

Rate of Loss =
1

MTTF
≈ λ · Pr(R− 1 failed) · Pr(loss|R failed)

Using this equation, Figure 3.2 depicts the MTTF of data loss under independent

failures for R = 2 and R = 3 with three replication schemes, Random Replication,

Facebook’s Random Replication and Copyset Replication, as a function of the clus-

ter’s size.

It is evident from the figure that Facebook’s Random Replication and Copyset

Replication have much higher MTTF values than Random Replication. The reason

is that they use a much smaller number of copysets than Random Replication, and

therefore their Pr(loss|i failed) is smaller.
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3.2.2 Analysis of Correlated Node Failures

Correlated failures occur when an infrastructure malfunction causes multiple nodes

to be unavailable for a long period of time. Such failures include power outages that

may affect an entire cluster, network switch malfunctions and rack power failures [10,

19]. Storage system designers can largely avoid data loss related to some of the

common correlated failure scenarios, by placing replicas on different racks or network

segments [28, 8, 10]. However, these techniques only go so far to mitigate data

loss, and storage systems still face unexpected simultaneous failures of nodes that

share replicas. Such data loss events have been documented by multiple data center

operators, such as Yahoo [75], LinkedIn [10] and Facebook [8, 3].

In order to analyze the affect of correlated failures on MTTF, we use the ob-

servation made by LinkedIn and Yahoo, where on average, once a year, 1% of the

nodes do not recover after a cluster-wide power outage. This has been documented

as the most severe cause of data loss due to correlated failures [10, 75]. We compute

the probability of data loss for this event using the same technique used by previous

literature [14].

Figure 3.2 also presents the MTTF of data loss under correlated failures. It is

evident from the graph that the MTTF due to correlated failures for R = 3 is three

orders of magnitude lower than independent failures with R = 2 and six orders of

magnitude lower than independent failures with R = 3, for any replication scheme.

Therefore, our conclusion is that R = 2 is sufficient to protect against indepen-

dent node failures, and that system designers should only focus on further increasing

the MTTF under correlated failures, which is by far the main contributing factor

to data loss. This has been corroborated in studies conducted by Google [28] and

LinkedIn [10].

This also provides further evidence that random replication is much more suscep-

tible to data loss under correlated and independent failures than other replication

schemes. Therefore, in the rest of the paper we compare Tiered Replication only

against Facebook’s Random Replication and Copyset Replication.

Figure 3.3 plots the MTTF for correlated and independent node failures using the

same model as before, as a function of the scatter width. This graph demonstrates
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that Copyset Replication provides a much higher MTTF than Facebook’s Random

Replication scheme.

The figure also shows that increasing the scatter width has an opposite effect on

MTTF for independent and correlated node failures. The MTTF due to indepen-

dent node failures increases as a function of the scatter width, since a higher scatter

width provides faster node recovery times. In contrast, the MTTF due to correlated

node failures decreases as a function of the scatter width, since higher scatter width

produces more copysets.

However, since the MTTF of the system is determined primarily by correlated

failures, we can also conclude that if system designers wish to reduce the probability

of overall data loss events, they should use a small scatter width.

3.2.3 The Peculiar Case of the Nth Replica

This analysis prompted us to investigate whether we can further increase the MTTF

under correlated failures. We assume that the third replica was introduced in most

cases to provide increased durability and not for increased read throughput [10, 76,

12]. This is true especially in storage systems that utilize chain replication, where

the reads will only occur from one end of the chain (from the head or from the

tail) [23, 84, 82].

Therefore, consider a storage system where the third replica is never read unless

the first two replicas have failed. We estimate how frequently the system requires the

use of a third replica, by analyzing the probability of data loss under independent

node failures for a replication factor of two. If a system loses data when it uses two

replicas, it means that if a third replica existed and did not fail, the system would

recover the data from it.

In the independent failure model depicted by Figures 3.2 and 3.3, the third replica

is required in very rare circumstances for Facebook Random Replication and Copyset

Replication, on the order of magnitude of every 105 years. However, this third replica

is essential for protecting against correlated failures.

In order to leverage this property, we can split our storage system into two tiers.
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The primary tier would contain the first and second replicas of each chunk, while the

backup tier would contain the third replica of each chunk. If possible, failures in the

primary tier will always be recovered using nodes from the primary tier. We only

recover from the backup tier if both the first and second replicas fail simultaneously.

In case the storage system requires more than two nodes for read availability, the

primary tier will contain the number of replicas required for availability, while the

backup tier will contain an additional replica.

Therefore, the backup tier will be mainly read during large scale correlated failures,

which are fairly infrequent (e.g., on the order of once or twice a year), as reported by

various data center operators [10, 75, 8]. Consequently, the backup tier can be viewed

as write dominated storage, since it is written to every time a chunk is changed (e.g.,

thousands of times a second), but only read from a few times a year.

Splitting the cluster into tiers provides multiple advantages. The storage system

designer can significantly reduce the correlation between failures in the primary tier

and the backup tier. This can be achieved by storing the backup tier in a geographi-

cally remote location, or by other means of physical separation such as using different

network and power infrastructure. It has been shown by Google that storing data in a

physical remote location significantly reduces the correlation between failures across

the two sites [28].

Another possible advantage is that the backup tier can be stored more cost-

effectively than the primary tier. For example, the backup tier can be stored on

a cheaper storage medium (e.g., tape, or disk in the case of an SSD based cluster),

its data may be compressed [69, 38, 50, 64, 44], deduplicated [63, 92, 22] or may be

configured in other ways to be optimized for a write dominated workload.

The idea of using geo-replication to reduce the correlation between replicas has

been explored extensively using full cluster geo-replication. However, existing geo-

replication techniques replicate all replicas from the main cluster to a second cluster,

which more than doubles the cost of storage [28, 52].

In this paper, we propose a replication technique, Tiered Replication, that sup-

ports tiered clusters and does not duplicate the entire cluster. Previous random repli-

cation techniques are inadequate, since as we presented in Figure 3.2 they are highly
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susceptible to correlated node failures. Previous non-random techniques like Copyset

Replication do not readily support data topology constraints such as tiered replicas

and fall short in supporting dynamic data center settings when nodes frequently join

and leave the cluster [14].
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Name Description

cluster list of all the nodes in the cluster
node the state of a single node
R replication factor (e.g., 3)
cluster.S desired minimum scatter width of all the

nodes in the cluster
node.S the current scatter width of a node
cluster.sort returns a sorted list of the nodes in in-

creasing order of scatter width
cluster.addCopyset(copyset) adds copyset to the list of copysets
cluster.checkTier(copyset) returns false if there is more than one node

from the backup tier, or R nodes from the
primary tier

cluster.didNotAppear(copyset) returns true if each node never appeared
with other nodes in previous copysets

Table 3.2: Tiered Replication algorithm’s variables and helper functions.

3.3 Design

The goal of Tiered Replication is to create copysets (groups of nodes that contain

all copies of a single chunk). When a node replicates its data, it will randomly choose

a copyset that it is a member of, and place the replicas of the chunk on all the nodes

in its copyset. Tiered Replication attempts to minimize the number of copysets while

providing sufficient scatter width (i.e., node recovery bandwidth), while ensuring

that each copyset contains a single node from the backup tier. Tiered Replication

also flexibly accommodates any additional constraints defined by the storage system

designer (e.g., split copysets across racks or network partitions).

Algorithm 1 describes Tiered Replication, while Table 3.2 contains the definitions

used in the algorithm. Tiered Replication continuously creates new copysets until all

nodes are replicated with sufficient scatter width. Each copyset is formed by itera-

tively picking candidate nodes with a minimal scatter width that meet the constraints

of the nodes that are already in the copyset. Algorithm 2 describes the part of the
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Algorithm 1 Tiered Replication
1: while ∃ node ∈ cluster s.t. node.S ¡ cluster.S do
2: for all node ∈ cluster do
3: if node.S ¡ cluster.S then
4: copyset = {node}
5: sorted = cluster.sort
6: for all sortedNode ∈ sorted do
7: copyset = copyset ∪ {sortedNode}
8: if cluster.check(copyset) == false then
9: copyset = copyset - {sortedNode}

10: else if copyset.size == R then
11: cluster.addCopyset(copyset)
12: break
13: end if
14: end for
15: end if
16: end for
17: end while

Algorithm 2 Check Constraints Function
1: function cluster.check(copyset)
2: if cluster.checkTier(copyset) == true AND

cluster.didNotAppear(copyset) AND
... // additional data layout constraints then

3: return true
4: else
5: return false
6: end if
7: end function



3.3. DESIGN 61

1000 2000 3000 4000 5000 6000 7000 8000 9000 10000
10

1

10
2

10
3

10
4

10
5

10
6

Number of Nodes

M
T

T
F

 i
n

 Y
e

a
rs

 

 

Copyset Replication, Independent, R = 2

Tiered Replication, Independent, R = 2 + 1

Tiered Replication, Correlated, R = 2 + 1

Copyset Replication, Correlated, R = 3

Figure 3.4: MTTF due to independent and correlated node failures of a cluster with
a scatter width of 10.



62 CHAPTER 3. THE PECULIAR CASE OF THE LAST REPLICA

10
3

10
4

10
5

10
6

10
−2

10
0

10
2

10
4

10
6

10
8

10
10

10
12

Number of Nodes

M
T

T
F

 i
n

 Y
e

a
rs

 

 

Tiered Replication, Independent, R = 3 + 1

Tiered Replication, Correlated, R = 3 + 1

Tiered Replication, Independent, R = 2 + 1

Tiered Replication, Correlated, R = 2 + 1

MTTF of 100 years

Figure 3.5: MTTF due to independent and correlated node failures of a cluster with
a scatter width of 10.



3.3. DESIGN 63

algorithm that checks whether the copyset has met the constraints. The first con-

straint satisfies the tier requirements, i.e., having exactly one node in each copyset

that belongs to the backup tier. The second constraint enforces the minimization

of the number of copysets, by requiring that the nodes in the new copyset do not

appear with each other in previous copysets. This constraint minimizes the number

of copysets, because each new copyset contributes the maximum increase of scatter

width. For more information see [14].

Note that there may be cases when the algorithm does not succeed to find a

copyset that satisfies all the constraints. In this case, the algorithm is run again,

with a relaxed set of constraints (e.g., we can relax the constraint of minimizing the

number of copysets, and allow more overlap between copysets).

3.3.1 Analysis of Tiered Replication

We evaluate the durability of Tiered Replication under independent and correlated

node failures. To measure the MTTF under independent node failures, we use the

same Continuous-time Markov model that we presented in Section 3.2. The results

are presented in Figures 3.4 and 3.5. Note that R = 2 + 1 means we use Tiered

Replication with two replicas in the primary tier and one replica in the backup tier.

Note that in Tiered Replication when a replica fails in the primary tier, if possible,

it is only recovered from other nodes in the primary tier. Therefore, fewer nodes will

participate in recovery, because the backup tier nodes will not be recovered from.

In order to compensate for this effect, system designers that use Tiered Replication

may choose to increase the scatter width. For our analysis we compute the MTTF

using the same scatter width for Tiered Replication and other replication schemes.

Figure 3.4 shows that for S = 10, the MTTF under independent node failures is

higher for Copyset Replication compared to Tiered Replication, because fewer nodes

participate in the recovery of primary replicas and its single-node recovery time is

therefore higher.

Also, note that in Figures 3.4 and 3.5, we assume that for R = 2 + 1, the third

replica is never used to recover from independent node failures. In reality, the backup
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tier is used for any failure of two nodes from the primary tier, and therefore will be

used in the rare case of an independent node failure that simultaneously affects two

nodes in the primary tier that are in the same copyset. Hence, the MTTF under

independent node failures for Tiered Replication is even higher than depicted by the

graphs.

To evaluate the durability of Tiered Replication under correlated failures, we

quantify the probability that all the nodes in one copyset or more fail. Since the

primary and backup tiers are stored on separate infrastructure, we assume that their

failures are independent.

Since each copyset includes two nodes from the primary tier, when these nodes fail

simultaneously, data loss will occur only if the third copyset node from the backup

tier failed at the same time. Since our assumption is that correlated failures occur

once a year and affect 1% of the nodes each time (i.e., an MTTF of 100 years for a

single node), while independent failures occur once in every 10 years for a node, it

is 10 times more likely that if a backup node fails, it is due to an independent node

failure. Therefore, the dominant cause of failures for Tiered Replication is when a

correlated failure occurs in the primary tier, and at the same time an independent

node failure occured in the backup tier.

To compute the MTTF of data loss due to this scenario, we need to compute the

probability that a node failure will occur in the backup cluster while a correlated

failure event is occurring in the primary cluster. To be on the conservative side, we

assume that it takes 12 hours to fully recover the data after the correlated failure

in the primary tier (LinkedIn data center operators report that unavailability events

typically take 1-3 hours to recover from [10]). We compute the probability of data

loss in this scenario, using the same combinatorial methods that we used to compute

the MTTF under correlated failures before.

Figure 3.4 shows that the MTTF of Tiered Replication is more than two orders of

magnitude greater than Copyset Replication. This is due to the fact that it is much

less likely to lose data under correlated failures when one of the replicas is stored on

an independent cluster. Recall that Copyset Replication’s MTTF was already three

orders of magnitude greater than random replication.
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In Figure 3.5 we explore the following question: what is the turning point, where

a storage system needs to use R = 4 instead of R = 3? We plot the MTTF of Tiered

Replication and extend it N = 1, 000, 000, which is a much larger number of nodes

than is used in today’s clusters. Assuming that storage designers are targeting an

MTTF of at least 100 years, our results show that at around 100,000 nodes storage

systems should switch to a default of R = 4. Note that Figure 3.4 shows that Copyset

Replication needs to switch to R = 4 much sooner, at about 5,000 nodes. Other

replication schemes, like Random Replication or Facebook’s scheme, fail to achieve

an MTTF of 100 years with R = 3, even for very small clusters.

3.3.2 Dynamic Cluster Changes

Since running Tiered Replication is fast to execute (on the order of milliseconds, see

Section 3.4) and the algorithm is structured to create new copysets incrementally, the

storage system can run it every time the cluster changes its configuration.

When a new node joins the cluster, we simply run Tiered Replication again. Since

the new node does not belong to any copysets, it starts with a scatter width of 0.

Therefore, Tiered Replication’s greedy operation will ensure that the node is assigned

to a sufficient number of copysets that will increase its scatter width to the value of

S.

When a node dies (or leaves the cluster), it leaves behind copysets that are missing

a single node. The simplest way to re-instate the copysets is to assume that the old

copysets are down and run the algorithm again. The removal of these copysets will

reduce the scatter width of the nodes that were contained in the removed copysets,

and the algorithm will create a new set of copysets to replace the old ones. The data

in the old copysets will need to be re-replicated R times again.

Alternatively, the algorithm can be optimized to look for a replacement node for

the node that left the cluster, which addresses the constraints of the remaining nodes

in the copyset. In this scenario, if the algorithm succeeds in finding a replacement,

the data will be re-replicated only once.

One of the main disadvantages of Copyset Replication is that it is a static scheme
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Figure 3.6: Adding constraints on Tiered Replication increases the number of copy-
sets, on a cluster with N = 4000, R− 3 and S = 10.

where the copysets are generated by randomly permuting all the nodes in the cluster,

and then dividing them to copysets. Addition and deletion of nodes are handled

locally in a non-optimal way, and they create excessive copysets. This means that

at some point the system designers would need to completely rearrange the data

placement in the entire cluster. Unlike Copyset Replication, Tiered Replication is

inherently an online algorithm, which incrementally adds copysets as needed, and is

always optimized for reducing the overall number of copysets.

3.3.3 Additional Constraints

Tiered Replication can be extended to support different requirements of storage sys-

tem designers by adding more constraints to the cluster.check(copysets) function.

The following provides two examples.

Controlled Power Down: Some storage designers would like to allow parts of the
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cluster to be temporarily switched off to reduce power consumption (e.g., according

to diurnal patterns). For example, Sierra [83], allows a cluster with three replicas

to power down two thirds of its cluster and still allow access to data. This feature

can easily be added as a constraint to Tiered Replication by forcing each copyset to

contain a node that belongs to a different partition. This feature is also important

for supporting controlled software or hardware upgrades, where parts of the cluster

may be powered down without affecting the cluster availability.

Chain Replication: In chain replication, each replica it is assigned a position in

the chain (e.g., head, middle, tail) [84]. Chain replication can provide improved

performance and consistency. A desirable property of chain replication is that each

node will have an equal number of replicas in each position. It is straightforward to

incorporate this requirement into Tiered Replication. In order to ensure that nodes

have an even distribution of chain positions for their replicas, when the algorithm

assigns nodes to copysets and chain positions, it tries to balance the number of times

the node will appear in each chain position. For example: if a node has been assigned

to the head position twice, middle position twice and tail position once, the algorithm

will enforce that it will be assigned to a tail position in the next copyset the node

will belong to.

To demonstrate the ability to incorporate additional constraints to Tiered Repli-

cation, we implemented it on HyperDex [23], a storage system that uses chain repli-

cation. Note that Copyset Replication and Random Replication are inefficient for

supporting balanced chain sets. Copyset Replication is not designed for incorporat-

ing such constraints because it randomly permutes the entire set of nodes. Random

Replication is not effective for this requirement because its random placement of

nodes frequently creates imbalanced chain positions.

3.3.4 Analysis of Additional Constraints

Figure 3.6 demonstrates the effect of adding constraints on the number of copysets.

In the figure, copyset efficiency is equal to the ratio between the number of copysets

generated by an optimal replication scheme that minimizes the number of copysets,
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and the number of copysets generated by the replication scheme with the constraint.

The graph shows that as we further constrain Tiered Replication, it is less likely

to generate copysets that meet multiple constraints, and its copyset efficiency will

decrease. The figure also shows that the chain set constraint has a greater impact on

the number of copysets than the power down constraint. In any case, Tiered Repli-

cation with additional constraints significantly outperforms any Random Replication

scheme.
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3.4 Implementation

We have implemented Tiered Replication on HyperDex, an open-source key-value

storage system [23]. In Hyperdex, the coordinator is responsible for replicating chunks

across the nodes. It utilizes a replication technique called chain replication [84]. In

chain replication, each node has a position in the chain. The first node in the chain

is the head, there are middle nodes, and the last node in the chain is the tail. Heads

service client read requests and receive write requests. When writes are serviced

they are passed sequentially through the nodes in the chain, and if successful the tail

acknowledges the write.

Each node serves as a head, tail or middle node for different chunk replicas. In

order to spread the workload evenly across the nodes in the cluster, HyperDex requires

that each node will have a balanced number of positions in the chain.

Since Tiered Replication only takes several milliseconds to run, and is only called

when nodes join or leave the cluster, it is implemented in the main loop of the con-

figuration manager of HyperDex. We added the chain replication requirement as

an additional constraint to the Tiered Replication algorithm. In addition to tracking

which copysets each node has appeared in, we also track the chain positions that each

node has already appeared in. When a node is assigned to a new copyset, among the

nodes that satisfy the scatter width requirement (i.e., that haven’t appeared with the

other nodes in a copyset before), we select the node that has a minimal number of

appearances in a chain position that is still open in the copyset. For simplicity’s sake,

we chose to replicate to the backup tier synchronously; that is, the storage system

does not acknowledge a write until it has been written to the backup tier.

In the next subsections, we evaluate the performance of our Tiered Replication

implementation. The goal of this evaluation is to demonstrate the performance impact

of using Tiered Replication in a practical setting. Note that our evaluation does not

evaluate the frequency of data loss, because the typical time scale (decades) and

cluster sizes (thousands of nodes) required for such experiments are impractical.
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Figure 3.7: Tiered Replication throughput under YCSB benchmark. Each bar repre-
sents the throughput under a different YCSB workload.

3.4.1 Performance Benchmarks

In order to evaluate the performance of Tiered Replication, we set up a 9 node

HyperDex cluster on Amazon EC2 using M3 xlarge instances. Each node has a high

frequency Intel Xeon E5-2670 v2 (Ivy Bridge) with 15 GiB of main memory and two

40 GB SSD volumes configured to store HyperDex data.

We compare Tiered Replication to HyperDex’s default replication scheme, random

replication. We ran 6 nodes in one availability zone (us-east-1a) and the three remain-

ing nodes in a second availability zone (us-east-1b). In Amazon EC2, each availability

zone runs on its own physically distinct, independent infrastructure. Common points

of failures like generators and cooling equipment are not shared across availability

zones. Additionally, they are physically separate, such that even extremely uncom-

mon disasters such as fires, tornados or flooding would only affect a single availability

zone [2].

Figure 3.7 presents the results of running Tiered Replication and random repli-

cation under two availability zones, using YCSB (Yahoo! Cloud Serving Bench-

mark) [17]. We used 16 client threads per host on each of the 9 hosts, with one

million 1KiB objects. We plotted the throughput we achieved using both replication

schemes. We attribute the difference in throughput between Tiered Replication and

Random Replication to random performance variabilities in the Amazon virtualized

environment. The error bars in the graph depicts the high variation of the throughput
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Figure 3.8: Tiered Replication write latency under YCSB benchmark.

among different runs of the experiment.

3.4.2 Write Latency

We evaluate the impact of Tiered Replication on latency. Figure 3.8 compares the

write latency of Tiered Replication and random replication under the YCSB bench-

mark. The figure shows that there is no measurable difference in latency.

Note that we are comparing two replication schemes that split nodes across two

clusters. Clearly, we expect the write latency of Tiered Replication if it is compared

to the write latency of a storage system that is deployed entirely in a single availability

zone.

3.4.3 Recovery Evaluation

We measured the time it takes to recover a node in the primary tier with HyperDex

using Tiered Replication while running the YCSB benchmarks. HyperDex took ap-

proximately 98 seconds to recover all of the node’s data, which is consistent with the

performance of HyperDex using random replication.
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3.5 Related Work

Several researchers have made observations that the MTTF under independent fail-

ures is much higher than from correlated failures [58, 87]. A LinkedIn field study

reported no record of data loss due to independent node failures [10]. Google re-

searchers have shown that the MTTF with three replicas under correlated failures

is almost three orders of magnitude lower than the MTTF under independent node

failures [28].

Google researchers developed an analysis based on a Markov model that computes

the MTTF for a single stripe under independent and correlated failures. However,

they did not provide an analysis for the MTTF of the entire cluster [28]. Nath et

al. modeled the affect of correlated node failures and demonstrated that replication

techniques that prevent data loss under independent node failures are not always

effective for preventing correlated node failures [58]. In addition, several researchers

have modeled the MTTF for individual device components, and in particular for

disks [70, 39, 5, 72, 62].

Several replication schemes addressed the high probability of data loss under cor-

related failures. Facebook’s HDFS implementation [8, 3] limits the scatter width of

Random Replication, in order to reduce the probability of data loss under correlated

failures. Copyset Replication [14] improved Facebook’s scheme, by restricting the

replication to a minimal number of copysets for a given scatter width. Tiered Repli-

cation is the first replication technique that not only minimizes the probability of

data loss under correlated failures, but also leverages the much higher MTTF under

independent failures to further increase the MTTF under correlated failures. In addi-

tion, unlike Copyset Replication, Tiered Replication can gracefully tolerate dynamic

cluster changes, such as nodes joining and leaving the cluster and planned cluster

power downs. It also supports chain replication and the ability to distribute replicas

to different racks and failure domains, which is a desirable requirement of replication

schemes [53, 8].
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The traditional way to increase durability under correlated failures is to use geo-

replication [28, 52, 49, 77, 91]. Geo-replication duplicates the entire cluster to a re-

mote site. Therefore, if the cluster was using three replicas, once it is geo-replicated,

the storage provider will effectively use six replicas. Similarly, Glacier [33] and

Oceanstore [46, 66] design an archival storage layer that provides extra protection

against correlated failures by adding multiple new replicas to the storage system.

While the idea of using archival replicas is not new, Tiered Replication is more cost-

efficient, since does not require any additional storage for the backup: it migrates one

replica from the original cluster to a backup tier. In addition, previous replication

techniques utilize random placement schemes and do not minimize the number of

copysets, which leaves them susceptible to correlated failures.

Storage coding is a technique for reducing the storage overhead of replication [69,

38, 50, 64, 44]. De-duplication is also commonly used to reduce the overhead of

redundant copies of data [63, 92, 22]. Tiered Replication is fully compatible with any

coding or de-duplication schemes for further reduction of storage costs. Moreover,

Tiered Replication enables storage systems to further reduce costs by storing the

third replicas of their data on a cheap storage medium such as tape, or hard disks in

the case of an solid-state based storage cluster.
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3.6 Appendix

This section contains the closed-form solution for the Markov chain described in

Section 3.2 and Figure 3.1 with an infinite number of nodes. The state transitions

for state i are:

i · µ · Pr(i) = λ · Pr(i− 1)

Therefore:

Pr(i) =
ρ

i
Pr(i− 1)

Where ρ =
λ

µ
. If we apply this formula recursively:

Pr(i) =
ρ

i
Pr(i− 1) =

ρ2

i · (i− 1)
Pr(i− 2) =

ρi

i!
Pr(0)

In order to find Pr(0), we use the fact that the sum of all the Markov state

probabilities is equal to 1:

∞∑
i=0

Pr(i) = 1

If we apply the recursive formula:

∞∑
i=0

Pr(i) =
∞∑
i=0

ρi

i!
Pr(0) = 1

Using the equality
∞∑
i=0

ρi

i!
= eρ, we get: Pr(0) = e−ρ.

Therefore, we now have a simple closed-form formula for all of the Markov state

probabilities:

Pr(i) =
ρi

i!
e−ρ
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4.1 Conclusions

This works challenged current best practices of data durability in cloud storage sys-

tems. It demonstrated that existing replication techniques are far from being optimal

for guarding against different types of node failure events. This dissertation formed

new paradigms for analyzing node failures, and designing non-random data placement

schemes that provide significantly higher durability than existing techniques, at the

same storage cost and cluster performance.

The first part of the dissertation shows that randomly replicating across an entire

cluster incurs almost guaranteed data loss when a small number of nodes fail at the

same time, due to a correlated failure. Given that many storage system designers

prefer to reduce the occurance of data loss events, since they incur a high fixed cost,

the work presents a novel framework that trades off between the frequency of data

loss events and the data loss magnitude in each event. It presents a design of a novel

replication scheme, Copyset Replication, which provides a near optimal reduction in

the probability of data loss events, as a function of the scatter width, or node recovery

time. Copyset Replication was implemented on two open-source cloud storage sys-

tems, RAMCloud and Hadoop File System, and the work demonstrated that when

1% of the nodes fail simultaneously, Copyset Replication reduces the probability the

probability of data loss from 99.99% to 0.15%. In the Facebook Hadoop File System

setup, Copyset Replication would reduce the probability of data loss from 22.8% to

0.78%.

In addition to the practical aspects of cloud replication, the work also demon-

strates the connection between cloud data placement, to the field of Balanced Incom-

plete Block Designs (BIBD). Existing BIBD results only address the particular case

where the scatter width is equal to the number of nodes in the system. Therefore, the

copyset problem introduces a new thoretical framework for developing block designs

where the scatter width is smaller than the number of nodes in the cluster.

The second part of this dissertation questioned the common wisdom of cloud stor-

age systems that rely on three-way replication within a cluster to protect against

independent node failures, and on full geo-replication of an entire cluster to protect
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against correlated failures. It provided an analytical framework for computing the

probability of data loss under independent and correlated node failures, and demon-

strated that the standard replication architecture used by cloud storage systems is

inefficient. Three-way replication is excessive for protecting against independent node

failures, and clearly falls short of protecting storage systems from correlated node fail-

ures. The key insight of this chapter is that since the third replica is rarely needed

for recovery from independent node failures, it can be placed on a geographically

separated cluster, without causing a significant impact to the recovery time from

independent node failures, which occur frequently in large clusters.

The work presented Tiered Replication, a replication technique that automati-

cally places the n-th replica on a separate cluster, while minimizing the probability

of data loss under correlated failures, by minimizing the number of copysets. Tiered

Replication improves the cluster-wide MTTF by a factor of 100,000 compared to

random replication, without increasing the storage capacity. In addition, unlike geo-

replication, Tiered Replication does not duplicate an entire cluster’s data. Tiered

Replication supports additional data placement constraints required by the storage

designer, such as rack awareness and chain replication assignments, and can dynam-

ically adapt when nodes join and leave the cluster. An implementation of Tiered

Replication on HyperDex, a key-value storage system, demonstrates that it incurs a

small performance overhead.

A potential future extension of this result is designing and implementing Tiered

Replication with asynchronous replication. Asynchronous replication would allow

Tiered Replication to acknowledge write requests before the last replica is written to

the backup tier. This would decrease the write latency of Tiered Replication in cases

where writing to the backup tier causes a long delay.
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