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Abstract. In today’s caching and replicated distributed systems, there is the need to minimize the amount of data transmitted, because in the first case, there is an increase in the size of web objects that can be cached, while in the second case, the continuous increase in usage of these systems, makes that a page can be edited and viewed simultaneously by several people. This entails that any modifications to data have to be propagated to many people, and therefore increase the use of the network, regardless of the level of interest each one has on those modifications.

In this paper, we describe how the current web and wiki systems perform caching and manage replication, and offer an alternative approach by adopting Vector-Field Consistency to the web and wiki environment.

Additionally since users are not interested in all of wiki page content, we also describe a way of filtering wiki pages, so that they only contain content that is useful to the user.

1 Introduction

In today’s Internet environment, there is an increasing number of users geographically dispersed and a large amount of those users uses the web, some of them exclusively, to do their daily work and to look for information or for recreational activities like social networking, online gaming, etc. This poses many problems to the internet service providers that have almost unlimited requests for providing more bandwidth to their clients, placing the providers in a difficult situation since their network may not be ready for the increase of traffic and the redesign of that network may have prohibitive costs.

So in order to continue satisfying the demands of the users, many ISPs use one or more layers of cache servers in order to reduce the bandwidth required for some of the most common protocols (like HTTP), but due to the dynamic nature of the requirements needed for a cache, those caches have more and more problems to satisfy the client’s needs (that prefer an fast response above all†), mainly related to the number of unnecessary pages (frequently dynamic), cached and updated/invalidated and to the fact that many web pages have a lot of uninteresting things to the user, that are highly dependent on the user itself.

The first of these problems is related to the traffic from the caches to the client workstations, and from the caches to the original web servers, since 40% of all requested objects from a client are not cacheable without resorting to special strategies[32], which makes the traditional caching systems more and more inefficient, given the amount of web content.

Also many objects cached are useless since even if 90% of all web accesses are made to the same set of servers, there is a significant percentage of those pages that are accessed only once[2], which causes unnecessary traffic when a cache is refreshing pages that are not needed anymore and also an increase in storage use, which is problematic due to the increase in the number of clients of these cache systems.

† http://www.websiteoptimization.com/speed/tweak/design-factors/
Besides the general increase in web pages, there is also an increase in the interest and in the number of users of replicated distributed systems like wikis, being that some of the largest wikis have a daily number of users in the order of thousands \(^2\), \(^3\) with an equally high number of edits to their pages \(^4\).

This results in a problem similar to the one present in web cache, because there is the need of presenting the wiki users with the most updated information (ie. the most recent version of a wiki page), while reducing the bandwidth required for transmitting those updates to the client.

This is compounded by the fact that most wikis allow their users to maintain a set of preferred or favorite pages and that many wiki systems allow a user or set of users to be responsible for a given set of pages, according to they knowledge about a certain topic, requiring those users to keep an eye on the changes made their set of pages in order to keep the wiki free of spam posts and as accurate as possible.

### 1.0.1 Shortcomings of current solutions

In the case of the web caches, most of the current solutions try to propose different algorithms for page replacement, ie. different ways of specifying when a page should be removed from memory, but since most pages are non-cacheable according to the most commonly used consistency method, because of several reasons, including misconfigured servers or web applications that do not use the full knowledge of their domain by providing useful information that the server cannot infer (in the case of strong etags or last modification dates) and that could be useful, even in the case of dynamic websites like blogs and news sites.

Also, since the most used consistency model does not really take into attention the user behavior, certain patterns like users which a working set of similar pages and interests are not taken into attention, which could have helped to prevent that pages outside that common working set have replaced pages inside that common working set.

### 1.0.2 Proposed Solution

To both of these problems we propose a strategy based on Vector-Field Consistency\(^3\), in order to use a semantic and client oriented approach to the problems related above, that not only takes into account commonly used semantic information such as distance between documents, \(^5\) but also other useful information like the retrieval and extent of visualization of said document, in order to know when caches should update their documents and the maximum staleness that a wiki user tolerates in a given wiki page.

Using this algorithm, we also plan of exploiting the common working set of pages by users, so that our algorithm is particularly useful in the case of a group of users with similar interests, like academic or scholar users, library users, enterprise users and so on.

Also as discussed above, since not all content is interesting to the user we also study and develop a technique that allows a wiki to determine what is interesting to the user in a wiki page and to filter uninterested stuff when serving those pages to him, which preserves most of the user satisfaction rate, while keeping the transmitted information low, since less data needs to be sent to the client, helping particularly with mobile users.

### 1.1 Objectives

In this paper we develop a system that adapts the Vector-Field Consistency model to semantically enhance caching of web pages and to show updates to pages interesting to a wiki user.

In order to determine what is interesting we also develop a browser plugin to track user behavior and determine what is interesting to him in a wiki page and send that information to the respective system.

In the subsections bellow, we provide more detail on the objectives and enumerate the collected functional and non-functional requirements for both the web cache and wiki system.


\(^5\) Measured as the length of the shortest chain of links leading to them
1.1.1 Web Caching

As functional requirements we have the following:

- Usage of the importance of a web page to a user in order to determine if it should be cached and when the cached document is updated/validated;
- Usage of the distance (as defined above) from the bookmarked web pages to a given page, the usage frequency of a page and the time a page has been cached without being requested as a measure of page importance.

The non-functional requirements our cache system should strive to provide include:

**Fast Access** Our cache system should provide a fast access, not only globally but also to the set of pages frequently used by the users of our cache and to the web pages that are related to the ones they like and spend more time in;

**Robustness** Our cache system should provide means to be used either alone or in a distributed fashion in order to improve balance load and reduce the probability of a single point of failure and by doing that being robust enough to be used in middle sized cache systems as intended;

**Adaptability** Our cache system should adapt to new access patterns and not stick to a given set of frequently used pages indefinitely, but rather change at the same rate of the access patterns and users tastes;

**Simplicity** By building upon VFC, our cache system will inherit the simplicity of VFC, while providing a powerful web cache scheme.

1.1.2 Wiki Replication

On the wiki side, our objective is similar to the web cache objective, so our functional requirements are:

- Usage of the importance of a wiki page to a user in order to determine when the user needs to be notified of changes to that page;
- Usage of the distance (as defined above) from the watched wiki pages to a given page, the maximum number of updates that a page can have before the user wants to know about them and the extent of a web page change that a user is willing to tolerate as a measure of wiki page importance;
- Within a page article, use information about the user behavior on that page in order to determine the article blocks that are important to a user and send update to only those blocks.

As for the non-functional requirements we keep the Adaptability and the Simplicity.

1.1.3 Browser extension

As for the browser extensions, whose use is to determine the preferences of the user in a page, our objective is to have an extension that:

- Can determine how much a user likes a certain page block, and transmit that to the wiki engine, given a set of page blocks;
- Provide a way for the user to control the consistency zones and specifying their consistency requirements, both for a cache and wiki;
- Control whether a filtered page is used or not, because a user may want to retrieve a faithful full rendering of the page without removal of uninterested blocks;
- View the classification of each block in terms of user preferences and to change or specify that the guess is wrong;
- Propagate changes of the bookmarked pages to the web cache server;

1.2 Document Road-map

We begin by enumerating our objectives in the section below (Section 2), then we study the related work (Section 3) in both web caching and wikis, to try to frame under taxonomies current existing systems and study they advantages and disadvantages, together with existing methods to determine user preferences in web pages.

Then we briefly describe VFC and its current uses, followed by a description of our architecture (Section 4) and finally the tests we plan to do to validate, evaluate and compare our solution to some of the other solutions studied in the related work (Section 5). The document closes with the conclusion.
2 Related Work

In this section we are going to analyze web caches and wiki systems, in the context of web caches we are going to analyze some important characteristics of any web cache, on the wiki systems we are going to analyze the types of wikis, the types of users and the architecture of wiki systems. We also discuss about existing strategies to break web pages into semantic blocks, features that are commonly used to determine user preferences and ways of gathering all the information in order to determine which blocks the user likes most. Finally we are going to discuss some concepts about Vector-Field consistency, in order to provide the reader with information about what is Vector-Field consistency and the current uses for Vector-Field consistency.

2.1 Web Caching

In web caching we are to talk about:

- The structure or architecture of a web cache;
- The two different models of a web proxy;
- How caches keep the content fresh and consistent with the web server hosting them;
- How caches decide what to cache and what to replace in the lack of space for more documents;
- Classify some of the most used caches on the above matters;

2.1.1 Web Cache Architecture

The architecture of a distributed web cache can be based on four classical approaches, a hierarchical architecture, a cooperative distributed architecture and a hybrid architecture[40][33].

Centralized architecture

This architecture (Fig. 1) is the simplest one of all four because it consists of only one cache server, that connects to a set of clients (users) and that makes requests to a web server hosting content whenever a client makes a request. This architecture was the first one to be used and in spite of the big disadvantage that it is limited in the number of requests that it can serve and that it is a single point of failure, it is still used on very simple cases, like home web cache servers or in networks that serve an small set of clients.

![Fig. 1. Diagram of an centralized cache](image)

Hierarchical architecture

The second approach (Fig. 2) distributes the cache servers in a pyramidal tree, where the bottom servers are contacted by the clients, and the upper or root server is the only one allowed to connect to web servers hosting content. In this approach, when a client makes a request to the local server, the server forwards the request upstream in the hierarchy until it is either satisfied by some cache server, or it reaches the top of the tree. When it does the root server, connects to the web server that can satisfy the request, and distributes the response to the caches bellow it, so that the document is available to the lower levels.
The Adaptive Web Caching or Top-10 prefetch[25] is one example of a cache system that uses the hierarchical model.

One advantage of this distributed architecture is that it can save bandwidth, because documents can be served more quickly since there is some probability that, the document is on some cache along the hierarchy, so that only a few client requests have to be sent to the web servers hosting the content.

On the downside, there are delays associated with each caching level, because for each new level, there is another set of caches processing requests that cause delays; and since a document travels down in the hierarchy to the web caches the same document is stored on multiple caches wasting possible memory or disk space for some pages.

![Fig. 2. Diagram of an hierarchical cache](image)

**Cooperative Distributed Architecture**

In the third approach (Fig. 3), there is no hierarchy, but a set of cache servers receiving connections from clients, that are connected among them, so that when a request comes to a server, that server checks if any other neighbor server containing the document and if it is retrieves it from there instead of making a connection to the original web server.

The approaches based on this method, can use:

- A hash of the document URL to know which server contains or which server should contain the document served by a given URL;
- A central server that decides which server keeps or should keep a given document;
- A cache routing table that is multicasted by a given cache server and that specifies the URL's that the cache server is responsible for.

The Cache Array Routing Protocol[38] is a example of a protocol based on the cooperative distributed protocol.

This method has the advantage that it has very low latency compared to the second one and low disk usage, because each document is stored only once leading to a better document distribution. The disadvantage is that the used bandwidth is more than with the first scheme, because each cache has to coordinate itself with other caches in order to know where a page is or where a page should be.

**Hybrid Architecture**

In the fourth approach (Fig.4), there can be a tree of cache servers, just like in the second approach but the caches in the same level are connected to each other like the second approach, and upon receiving a request a cache server contacts first the servers at the same level as it, and only if
the requested document is not in those servers, the request is sent up in the hierarchy. The same process is repeated, until either the request is satisfied or the root cache server is contacted, and in that case it happens the same as in the hierarchical scheme.

In a variation of this protocol, when deciding the neighbor caches to make a request, an requesting cache can choose only the neighbors with an round trip time below a certain threshold, even if another neighbor has the document.

The Internet Cache Protocol[41] used by Squid ⁶ among others, is an example of an protocol based on an hybrid scheme.

What makes this architecture interesting is the fact that if planned in a correct way, then the disadvantages of the hierarchical and cooperative distributed schemes can be mostly mitigated and the advantages combined.

\[2.1.2\] Models of web proxies

In the world of web proxies, there are two distinct models for web proxies[1][15], that influence the chosen consistency and algorithms,

⁶ Squid is a open source proxy/cache server.
2.1.3 Forward proxy

The first model of proxy and the most used is the forward proxy model (Fig. 5), where a proxy is sitting directly in front of a client and acts as an intermediary between an client and an a server, and hides the client from the server enabling the client to be directly served by the proxy if it has caching capabilities.

![Fig. 5. Diagram of the forward proxy model](image)

2.1.4 Reverse proxy

The second model of proxy is the reverse proxy model (Fig. 6), and is associated with a web server, and is usually controlled by the same entity or someone on behalf of it. So in this model the proxy appears as a normal web server to clients, that upon a request may connect to an back-server to handle the request or if the request is in cache to directly handle the request.

This type of model, allows for load-balancing, since an reverse proxy may choose an different back-server depending on its location, load and type of client, allowing for differentiation according to whether the client is using an mobile device or not; it also allows an provider to exploit the location of a client, in order to redirect the request to the proxy that is closer to the client.

This model also allows for blocking or filtering of requests in case of attacks to an determined web server, and depending of the proxy software to distribute the processing of an web application, allowing some of the processing to happen on the actual proxy.

This types of proxies are also associated with content distribution networks, that use reverse proxies to directly serve static data.

![Fig. 6. Diagram of the reverse proxy model](image)

2.1.5 Cache Consistency

Since a cache server must keep its cached content as fresh as possible, while reducing the traffic between it and the web server where the cached documents belong, it must decide when to update, how to update, and if there is a need or an expected gain to store a given document in cache, so that the client sees a page with the minimum staleness possible, without having to download the page from the original server.

So, for this problem of web cache consistency two classic solutions exist, consistency by validation
and consistency by invalidation. There is also another subdivision into strong consistency and weak consistency, where the first one implements a strong notion of consistency, where the document is always fresh, while the second one only grants that the document is possibly unchanged in the server and therefore valid[32][8].

Consistency by Validation

The first and most used strategy for consistency on the cached documents is consistency by validation, in that the cache servers are responsible for contacting the web servers hosting the documents they contain, when a specified condition is reached.

The most used scheme based on this strategy is the one used by the own HTTP 1.1 protocol[16] where there is a set of HTTP headers that can be set by either the client in the request or by the server in the response and that control the caching process and when the cache should validate the stored documents.

So for HTTP, a cache can send a response to a request if that response was validated with the server, it is valid according to the parameters set by the origin server or the client, if it contains a warning header (if it is not valid, according to the client or server parameters) or if it is a error message.

Also according to the HTTP protocol a cache must obey to the following headers, present inside the request:

**Cache-control** This is a header that a server hosting content or client can set in the request or answer and that directly applies to the cache allowing a explicit cache control:
- **no-cache** This option tells the cache not to store anything, and instructs the cache to simply route the request to the server;
- **no-store** This options tells the cache not to store the page on disk cache (if that feature is available) and to try to remove the page from memory as soon as possible;
- **max-age** The maximum amount of time that a document can be served from a cache without a re-validation, it is specified in seconds, this is only available in a request;
- **max-stale** The amount of time that a stale document may be served to a client without a re-validation with the server hosting the document, it is specified in seconds, this is only available in a request;
- **no-transform** The document can not be changed by the cache;
- **only-with-cached** The cache must answer with what has available or return a error message if it has not anything available;
- **must-revalidate** The cache must re-validate the document when the document becomes invalid, even if it is configured to ignore the staleness value and return a stale response, this is only available in a response;
- **public** The document may be cached by any cache server, including a shared cache;
- **private** The document may only be cached by a non-shared cache (ie, one that is available in the browser).

**Expires** Specifies the date when the document received in the response, becomes stale, and it is specified using RFC 1123 date format;

**Date** Specifies the date at which the document was generated by the server;

**Age** The age of the response, if it comes from another cache.

In order to determine when a document becomes stale, HTTP 1.1 uses the following formula if either the max-age or the expires header is set:

\[
\text{received}_\text{age} = \max(\max(0, \text{received}_\text{response}_\text{time} - \text{date}_\text{value}), \text{age}_\text{value})
\]

\[
\text{initial}_\text{age} = \text{received}_\text{age} + (\text{received}_\text{response}_\text{time} - \text{request}_\text{time})
\]

\[
\text{current}_\text{age} = \text{initial}_\text{age} + (\text{now} - \text{received}_\text{response}_\text{time})
\]

\[
\text{lifetime} = \max(\max\text{age}_\text{header}_\text{value}, \text{expires}_\text{header}_\text{value} - \text{date}_\text{header}_\text{value})
\]

\[
\text{stale}_\text{age} = \text{initial}_\text{age} + \text{lifetime}
\]

In this scenario, a page must be checked for modifications when the calculated stale age is bigger than the calculated lifetime. If neither header is set, the server is free to use another heuristic, that is usually based on the fact that unchanged documents tend to keep unchanged for long periods of time[10].
While verifying if an request may use the cached response, the HTTP protocol, specifies the Vary tag, so that the web caches, may use only certain headers to verify if two requests are identical or not.

Also, an response may contain ETag values or modification dates, to allow the document to be validated by the server, so that when documents need to be checked for a modification, those values are used to create an conditional request which avoids the transmission of an full response, using only an response code of 304 (not modified), if the values match.

If the origin web server cannot be contacted the http protocol, specified that the web cache may serve the cached response, if it adds an warning header to the response in order to notify the client that the page may be stale, therefore allowing the usage of stale pages instead of failing when an web server is offline.

The disadvantages of HTTP based consistency are that requests using the same URL and method may return dierent responses that caches might not perceive because caches in HTTP cache only the request URL and the response, and that the cache may make unnecessary requests to a server, if a proper max age or expire date is not set by the web server hosting the requested document.

Also, the HTTP protocol has not a way of specifying if a given document is dynamic or not, which cases caches to rely on heuristics such as the presence of cookies in the request, or the URL of the request in order to try to guess such information and prevent the caching of those pages, even if by default HTTP allows the caching of dynamic documents, if the cache control headers allow it.

Consistency by Invalidation

The second strategy of consistency on the cached documents is consistency by invalidation. Instead of caches contacting a web server, when a document becomes stale, the web servers take note of the web caches that request the documents and, on the first contact, piggyback a callback with the response. So that when a page becomes invalid because it changed, a web server can simply transverse the list of callbacks and notify the caches where the document has become stale and therefore is invalid.

While this approach potentially reduces the staleness of a document, it also forces the server to maintain state, and therefore one must change the server code.

2.1.5.0.1 Version 2.1

Another variation of the cache consistency based on invalidation is the use of leases in that a cache obtains a lease for each page it receives from a server, and that grants the cache a given time where the obtained document is valid, except if it is sent a specific invalidation from the server for that object.

This solves the fact that a client may fail, and also improves the basic invalidation protocol because the server only needs to notify clients that hold valid leases in the case of a document change, which reduces the amount of state in the server.

Also, if a cache is unable to contact with a server, the documents it holds from it are potentially out of date and therefore the clients can be warned that they are receiving a copy that is out of date, using the standard HTTP protocol.

2.1.5.0.2 Version 2.2

On the other side it was later observed that there was a potential problem in the lease protocol as described above, in that if a set of objects has to be used more frequently than its lease time then advantages of leases are lost.

Therefore a solution was proposed to that problem using two types of leases.

The first type is granted to single documents and are called object leases, while the second type is granted to a set of documents from the same server and are called volume leases.

So that the object leases can be long, and the volume caches are short enough to allow the servers
to write an object if they need to, for example, if a server suddenly gets down and then reboots, so that the server only has to wait for the longest volume lease granted.

Using this modification when a client requests a document, the cache server checks both the object lease and the volume lease of that document and if they are both valid, it returns the document in cache to the client. But if any of them is invalid, the cache server sends a lease renewal to the web server and if the document(s) has(have) changed, the web server piggybacks the change delta or the current document(s) in the lease renewal response.

When a server wants to modify a document, it sends invalidations to the caches that have valid leases, either object or cache leases, and only modifies a document when all responses are received, or when the granted leases expire, if some cache server cannot be contacted.

### 2.1.5.0.3 Version 3

In the paper by Yu[45], it is described another approach (piggyback) to cache consistency based on invalidation, where there is a cache architecture based on a hierarchy, where each parent cache uses multicast, to communicate with their children. There is also a connection between each web server and the top level cache, that works in a similar way to the top level caches of the hierarchical architecture.

So in this scheme, a parent cache (or web server) sends a periodic message (heartbeat) to all of its children (or root caches that requested any of its documents), and piggybacks all the invalid (or changed) documents in that message, so that the children invalidate the set of pages piggybacked in the message. Also, if for a given time T (an T corresponding to 5 samples was used by the authors) there is no message received from the parent cache, the pages belonging to that parent in the children are automatically invalidated.

When a page is requested by a client, the request is sent up in the hierarchy until it reaches a cache that has a valid version of the page, or the original server if none of the caches has a valid version of the page.

### 2.1.5.1 Analysis

Based on the two most common used consistency schemes used on the web, it is clearly that the one that is mostly used is the consistency by validation method, but given the rise in the use of CDN and cloud computing under an http server, the consistency by invalidation might find an use, since those http servers are typically in control of CDN and cloud providers, that may change the software and adapt the application code to the infrastructure, in order to mitigate possible problems with reliability and fault-tolerance that may affect these systems.

Also, there is an big disadvantage of these systems that is that consistency by invalidation, tends to increase the cache and server state pollution rate, since an object may be requested once at distance intervals of time.

In terms of proxy models, while consistency by validation can be used by reverse and forward proxies, consistency by invalidation must be used by reverse proxies only.

In terms of offline availability the consistency by validation wins, because the scheme, tends to be less dependent of an origin web server than the consistency by invalidation.

### 2.1.6 Cache Replacement Strategies

Because a cache cannot hold all valid requested documents on cache (even if it uses a disk cache), there is a need of a cache replacement strategy or algorithm, that determines when a given document is removed from cache or when a document may be replaced by other.

Since there are many metrics by which these strategies may be classified, we shall adopt the taxonomies commonly used[28], that classify the strategies into:

---

7 Content Distribution Networks
Recency based strategies These strategies use the age of the document, to decide if it should be replaced/deleted or not, one advantage of these strategies is that the document age is easy to determine, while one disadvantage is that an old document that is potentially replaceable according to these strategies, can be extremely popular;

Frequency based strategies These strategies use the usage frequency of a document to decide if it should be replaced/deleted or not, an advantage is that it considers documents regardless of their age, and therefore avoid one disadvantage of recency based strategies, but since it does not take into account time, it can happen that a object that was extremely popular in the past is never removed;

Frequency-Recency based strategies These strategies use both the age and frequency of the document to decide if it should be replaced/deleted or not, and can have the advantages of the two methods above, without any of the disadvantages if they are well combined, because it can determine if an old document is still popular, and whether a popular document in the past is still a popular document;

Function based strategies These strategies use a formula that may use a certain amount of measurable features of the documents in order to decide if the document should be replaced/deleted or not, these strategies by being based on a formula instead of an data structure like the common implementations of the other three strategies above can adapt more to a usage pattern change and are easier to implement;

Random strategies These strategies use a random approach when deciding if a certain document should be replaced/deleted or not, and have the advantage of simplicity.

Machine Learning based strategies These strategies use techniques from machine learning to either improve traditional algorithms or replace them, and are commonly divided into two phases, and learning phase and an running phase, where in the first phase the algorithms are trained and in the second phase, the algorithms apply the acquired knowledge.

So in the following paragraphs, I describe with some detail some algorithms based on the above strategies that are simple and widely used in existing cache systems, ordered by strategy family as specified above.

Recency based strategies

Pyramidal Selection Scheme

This is a strategy[5] based on recency that uses some knowledge about the document size when deciding which document to replace, in such a way that the authors describe their strategy as a way to solve the knapsack problem.

The authors consider a measure of dynamic frequency as \( \frac{1}{\Delta T_{ik}} \) where \( \Delta T_{ik} \) is the number of accesses to other documents since the last access to a certain document \( i \), so that the aim is to minimize the sum of the dynamic frequencies for the documents that are going to be remove while removing enough documents to insert the new one.

So the authors consider initially an approach where the documents are ordered by a non-decreasing order of \( S_i \times \Delta T_{ik} \) and then the objects higher in the list are chosen to be removed until there is enough space on cache.

But since that approach is expensive in terms of processing time, the authors develop an alternative that is PSS, in which the documents are classified according to their size and placed into a structure similar to a pyramid, in that the cache space is divided into \( \lceil \log (M + 1) \rceil \) where \( M \) is the cache memory size, and where each group has objects sized in between \( 2^{n-1} \) and \( 2^n - 1 \) and is managed as a Least Recently Used List.

So, that when the cache needs to remove a document or documents, the values of \( S_i \times \Delta T_{ik} \) from the least used objects of each group are compared.

The authors also develop a strategy that takes into account the distance from the cache to the web server hosting the documents and one that takes into account the document expiration time.

The result is a method based on recency that takes into account several other metrics like size (and expiration time or cost) and creates an algorithm that is easy to implement and does not require a lot of computational power.
**LRU-Min**

This strategy\[4\] is based on the Least Recently Used algorithm, and modifies it in order to include an parameter $T$ that is initially assign to the size of the object to remove and an auxiliary list $L$, and proceeds as following:

1. Add to $L$ all documents equal or larger than the value $T$, given that $L$ may be empty after this step;
2. Using LRU remove from cache all objects in subset $L$, until there is either space for the new object or the list $L$ is empty;
3. If there still is not enough space to add the new object, set $T$ to it’s half and repeat step one.

**Frequency based strategies**

**LFU-DA**\[6\]

This strategy\[6\] is based on frequency and tries to reduce some disadvantages associated with an pure frequency based strategy, by introducing an parameter $K$ that is used to reduce the frequency count of all object by two, if the average frequency count is bigger than that parameter. It also has another parameter specifies the maximum frequency count that objects may have.

From these parameters, the first one is calculated in an dynamic way, using the following formula:

$$K_i = C_i \cdot F_i + L$$

In this formula the $L$ parameter has the following formula:

$$L_i = \begin{cases} 0, & \text{if object is new} \\ \min K_{i-1}, & \text{otherwise} \end{cases}$$

The value $C_i$ is an additional parameter used to tune the formula, if wished (the authors have used one as the value of the parameter).

**$\alpha$-aging**

This strategy\[46\] uses the notion of virtual ticks or periods that may have an varying or fixed value, that are used to apply an aging function to every object in cache. Therefore this strategy has the notion of two stages:

In the first stage, all of the objects in cache are incremented by one every time they are hit (frequency count), according to the normal LFU algorithm.

In the second stage, that happens when there is an tick, the strategy, uses the following aging function in all objects in cache:

$$K_i = \alpha \cdot K_{i-1}$$

Where $\alpha$ is an tunable value between zero and one, and that makes the algorithm ranging from an LRU to an LFU behavior.

Finally in the case of an tie, the strategy uses LRU in order to decide which object to remove.

2.1.6.1 Frequency-Recency based strategies

**LRU*\[11\]**

LRU*[11] is a strategy that combines both frequency and recency, into a simple scheme, that keeps all documents indexed in a LRU list, and when a document in cache is requested by a client, it is moved to the start of the LRU list and the hit counter is incremented by one.

When there is a need for removing some document, the hit counter of the last recently used document (ie. the one at the back of the LRU list) is checked and if it is zero, the document is removed. If not, the counter is decreased by one and placed at the start of the LRU list. This is
done until there is enough space for placing the new document. Also, in order to prevent documents from having a large hit count, the authors proposed that the maximum hit count is five. This scheme is simple to implement, even if it does not take into account the size of the document that is removed, and the fact that a large document may be a better option for removal than a lot of smaller documents.

**Hyper-G**

This strategy[^3], combines LRU, LFU and the size of objects in order to provide alternative mechanisms in the event of a tie between objects to remove. So this strategy uses LFU first in an attempt to remove objects, followed by LRU on the tie objects and finally if there is still a tie then the largest object is removed. Until there is enough space to place the new object.

**Function based strategies**

**GD-Size**

The GD-Size[^10][^9] strategy is a function based strategy where each document in cache contains a value calculated using:

\[ K_i = \frac{C_i}{S_i} + L \]

Where \( C_i \) is the cost of retrieving the document from the server hosting it, \( S_i \) is the size of the document and \( L \) is an aging factor, and is initially zero. When the values are recalculated the value of \( L \) is the minimum value of \( K_i \) for all the documents. Then the objects with the lowest \( K_i \) value are removed, until there is enough space to store the new document in cache.

**GDSF**

The GDSF[^11][^6] strategy is a function based strategy where each document in cache contains a value calculated using the following formula:

\[ K_i = F_i \times \frac{C_i}{S_i} + L \]

In that \( F_i \) is the frequency count (ie. the number of hits that the document had), \( C_i \) is the cost of retrieving the document from the server hosting it, \( S_i \) is the size of the document and \( L \) is an aging factor, and is initially zero. When the values are recalculated the value of \( L \) is the minimum value of \( K_i \) for all the documents. This strategy is based on the GD-Size strategy, but it adds a frequency count to it, so that documents that have a high frequency in the past can have some advantage to the documents that have lower frequency. Then, when there is a need to remove a document, the document with the lowest value of \( K_i \) is removed. This strategy, unlike the other two, does not use a specific data structure or some combination of frequency/recency or recency/size, and therefore can better adapt to a dynamic environment. But the cost to retrieve a document cannot be determined exactly (due to the fact that a document may use different paths from the origin server to the cache server) and the estimated value is very hard to compute, and requires constant adaptation.

**Random strategies**

**Harmonic**

This strategy[^20] uses a weight random function, in which the probability of an object being selected for removal is equal to the inverse, of its cost.

[^10]: GreedyDual-Size
[^11]: GreedyDual-Size with Frequency
Machine Learning based strategies

NNPCR\textsuperscript{12}

This is a strategy\textsuperscript{[13]} based on machine learning specifically on the usage of an neural network as a way to give an score of the cacheability of a given page, in the interval of 0 and 1. The input features of the neural network are the recency, frequency and size of the page.

In the learning phase, the strategy uses an log with an hour long in order to train the neural network, and a second log with an hour long from a different day in order to verify the neural network results.

SVM-GDSF\textsuperscript{13}

This strategy\textsuperscript{[31]} uses an Support Vector Machine together with the GDSF strategy, explained above in order to improve the byte hit-ratio of the common GDSF strategy.

In this strategy, the Support Vector Machine uses as inputs the recency of the object, the frequency of the object, both of the two parameters are based on a sliding window (thirty minutes was used by the authors), then the global frequency of the object, the retrieve time of the object, the size of the object and the type of the object (whether it is an image, html file, etc.) and produces an binary response in order to indicate if the object is going to be reused or not.

Given this number the strategy changes the regular GDSF in the following way\textsuperscript{[1]}, with $W_i$ being the injected parameter:

$$K_i = F_i \times \frac{C_i}{S_i} + L + W_i \tag{1}$$

C4.5-GDS \textsuperscript{14}

This strategy\textsuperscript{[31]} uses an C4.5 decision tree, in order to improve the greedy dual-size strategy, in a different way than the GDSF algorithm mentioned above. This strategy uses an C4.5 decision tree that has as inputs the recency of the object, the frequency of the object, given both of the two parameters are based on a sliding window (thirty minutes was used by the authors), then the global frequency of the object, the retrieve time of the object, the size of the object and the type of the object (whether it is an image, html file, etc.) and produces an number between zero and one, that is the probability of an object being reused.

This number ($P_i$) is calculated in an accumulated way into a parameter $W_i$, at each request as follows:

$$W_i = \begin{cases} 
0 & \text{if object is new} \\
W_{i-1} + P_i & \text{otherwise} 
\end{cases}$$

With this number being injected in GDS in the following way:

$$K_i = W_i \times \frac{C_i}{S_i} + L$$

2.1.6.2 Analysis

After studying some cache replacement algorithms, and following the results of numerous comparative tests between them\textsuperscript{[34]}, with the traditional algorithms being studied more, one can argue that function based strategies are the ones that have the best results, even if the recent algorithms of machine learning\textsuperscript{[31]} may improve upon them.

Also given the rise of large objects being transmitted thought the web like movie or audio files\textsuperscript{[15]}, it may be helpful to have several caching areas each one using a different strategy, in order to further differentiate between object types and therefore sizes, allowing for objects to be split across different memory areas that have algorithms appropriate to the type of objects cached.

\textsuperscript{12} Neural Network Proxy Cache Replacement
\textsuperscript{13} Support Vector Machine Greedy Dual-Size with Frequency
\textsuperscript{14} C4.5 - Greedy Dual-Size
\textsuperscript{15} http://www.websiteoptimization.com/speed/tweak/average-web-page/
2.1.7 Commercial cache servers

In this subsection we describe the available cache server software in respect with the parameters studied above (table 1), specifically the consistency method they use, the architecture they support, the page replacement algorithms they support, together with the supported HTTP protocol version and some other features.

<table>
<thead>
<tr>
<th></th>
<th></th>
<th></th>
<th></th>
<th></th>
<th></th>
</tr>
</thead>
<tbody>
<tr>
<td>Squid</td>
<td>Consistency by Validation (HTTP)</td>
<td>LRU or GDSF</td>
<td>Single or Hybrid (ICP)</td>
<td>Forward and Reverse Proxy</td>
<td>1.0 (1.1 on work)</td>
</tr>
<tr>
<td>Polipo</td>
<td>Consistency by Validation (HTTP)</td>
<td>LRU</td>
<td>Single</td>
<td>Forward Proxy</td>
<td>1.1</td>
</tr>
<tr>
<td>nginx</td>
<td>Consistency by Validation (HTTP)</td>
<td>LRU</td>
<td>Single</td>
<td>Forward and Reverse Proxy</td>
<td>1.1</td>
</tr>
<tr>
<td>Varnish</td>
<td>Any (Consistency by Validation (HTTP) by default)</td>
<td>LRU</td>
<td>Any</td>
<td>Reverse Proxy</td>
<td>1.1</td>
</tr>
</tbody>
</table>

**Table 1. Comparison of existing web cache servers**

**squid**

Squid\(^{16}\) is a proxy/cache server that supports HTTP 1.0 client and server, GOPHER and FTP server connections, it is also available for Unix and Windows, and supports the use of either IPv4 or IPv6 protocol. It supports the use of asynchronous connections for handling client requests, so that it can support multiple clients in a scalable and efficient way.

In terms of architecture it can be used as a single proxy/cache server or using ICP protocol in a hybrid distributed architecture, where one can configure if there is a hierarchy or not.

For a cache replacement strategy, Squid can use either a LRU or GDSF strategy, according to the Squid version and configuration. Since it is a HTTP 1.0 based cache, it uses the consistency method of the protocol, that is based on validation. Squid is also able to cache Cookies and use them when validating documents, even if those cookies are not distributed to the client because of the requirements of HTTP protocol.

Finally and since Squid can be run as a reverse web cache (i.e. an web cache that is on the server side, and is used to load balance the connections from the server), some of its clients that use it as a reverse web cache are wikipedia and flickr that use it to serve their multiple clients and to serve the images (in the case of flickr).

Given that Squid only supports HTTP 1.0, that is one disadvantage of it compared to other caches. Also since Squid has so many features it is hard for someone, to adapt it for a particular environment or to change its code, in spite that for the first case, its rich configurations and the availability of many books about it help to mitigate the problems.

**polipo**

Polipo\(^{17}\) is a small proxy/cache server that unlike Squid, fully supports HTTP 1.1 clients and servers, it is available for Unix platforms, and also supports either IPv4 or IPv6 protocol. It also supports the use of asynchronous connections for handling client requests, just like Squid.

In terms of architecture it is usable as a single and portable proxy/cache server, in the sense that one user may copy it to several machines and put it to work, without needing to configure it, although he can do so, if he wishes. For a cache replacement strategy it uses LRU, and also like Squid, uses the HTTP protocol based validation consistency, except that it always uses HTTP 1.1.

Finally, since Polipo is able to use the SOCKS protocol, it can be used together with a program

\(^{16}\) [http://www.squid-cache.org](http://www.squid-cache.org)

\(^{17}\) [http://www.pps.jussieu.fr/~jch/software/polipo](http://www.pps.jussieu.fr/~jch/software/polipo)
like Tor\textsuperscript{18} and grant anonymity to its clients on the web. Also since it is much smaller than Squid, its code can be easily changed by a user that wants to add new features, it can also serve as a bridge between IPv4 and IPv6 or vice versa.

\textbf{nginx}

Nginx\textsuperscript{19} is a proxy/cache server with reverse capabilities that supports HTTP 1.1 clients and servers, but also acts as an email server and supports IPv6 and IPv4 and uses an asynchronous approach to handle requests.

In terms of architecture, it is usable as a single proxy/cache server, and uses LRU for cache replacement strategy, and the HTTP protocol based validation consistency, but it is also capable of running CGI scripts, and therefore act as a web server that generates content, and by using that is also capable of serving dynamic content, unlike the other two options above. It is also able to use filters to transform the documents it serves, for purposes such as document compression, dynamic range requests, image transformation and XSLT transformations.

It also supports the use of SSL and HTTPS in connections in order to securely connect to clients and servers, fast reconfiguration without the need to stop the server, the use of a rewrite module in a similar way that one does in a web server like apache.

\textbf{Varnish}

Varnish\textsuperscript{20} is a proxy/cache server that is made specifically to be used as a reverse proxy and cache content directly from a specific set of web servers, in order to respond to multiple clients. Because of this, it is made to be extremely responsive and at the same time extensive in a unusual way, since it allows the writing of scripts in its own domain specific language, that is called VCL (Varnish configuration Language), and that allows for an customer to override or add additional behavior when certain events like when a new request arrives or an response is received (or retrieved). These scripts are then translated to C by Varnish, compiled and inserted as modules.

Also, it allows the usage of custom modules written directly in C (or a compatible language), that can be used to extend the operations available to an VCL script, effectively allowing the cache to be used with an consistency by invalidation protocol.

\section{Wiki Systems}

In this subsection, we describe some categories that are used to classify the relevant aspects of a wiki and to classify the types of editors in a wiki, and also some of the architectures used by wikis.

\subsection{Classifying wikis}

There are mainly four types of wikis:

- \textbf{Enterprize wikis} That are used within an enterprize\textsuperscript{29} and are subdivided in:
  - project or group wikis That are used to maintain information relevant to a group or project, like project documentation or instructions to new group or project members;
  - single-user wikis That hold information relevant to a person within a enterprize or information that the owner wishes to share with others;
  - enterprize-wide wikis or pedias That hold information about the enterprize as a whole and are meant as internal encyclopedias.

- \textbf{Educational wikis} These wikis\textsuperscript{17} are used to share knowledge or information relative to a course, and are subdivided in:
  - Course wikis These wikis are created within an educational institution for supporting a given subject;

\textsuperscript{18} Tor is a secure network, that routes the packages through several anonymous servers in order to hide its users identity and prevent them from being localized

\textsuperscript{19} \url{http://nginx.org/en}

\textsuperscript{20} \url{https://www.varnish-cache.org/}
**Knowledge wikis** These wikis are meant for teachers that need to share information and subject material between them, and may or may not be associated with an education institution;

**Subject wikis** These wikis are meant to contain books, materials or exercises about a given subject

**Public wikis** This wikis are public wikis and can be accessed and/or edited by anyone, and can be divided in two groups:

- **General-purpose public wikis** These wikis contain information about several issues;
- **Specific-purpose public wikis** These wikis are dedicated to one specific purpose or issue.

**Personal wikis** These wikis are meant to replace personal websites.

### 2.2.2 Classifying wiki users

On the subject of the editor types, there are two main types of wiki editors, the first type is the occasional editor, that only edits or creates something about what he or she knows, that only changes one section or small paragraphs at once, and that finds attractive the fact that a page is easily editable.

The other type of editor is the professional or wiki-savy editor, that knows a wiki inside out, and that is more interesting in the fact that the content of a wiki is accessible to others, and usually adopt the behavior of keeping a small page of bookmarked wiki pages that they want to watch for changes, and when a page is changed they read what was changed and revert the change if they did not approve it, or correct the new edit, or approve the edition and do nothing [7].

Due to the needs of the professional editors, there is a need for a fast way to tell those editors if the articles they watch have been changed or not, and where those changes have happen.

### 2.2.3 Classifying wikis by architecture

In this subsection we describe some of the existing wiki architectures and compare their advantages and disadvantages and their use cases (ie. when some architecture is better than other).

**Centralized architecture**

The centralized architecture is one of the most used wiki architectures and typically consists in a web application, that runs in a web server and that is connected to a database server or file repository that stores the wiki pages belonging to the wiki. When users want to access the wiki, they use the URL of the web server that contains the wiki application.

The advantages of this method is that it is simple, it does not need special software (besides the wiki web application, and even that can be done in a similar way to a regular website) and is accessible to anyone that has a HTTP client.

The disadvantages are that since there is only one centralized server, the bandwidth and hardware required to operate a medium to large sized wiki can cost a lot to someone that wants to host the wiki, and also if the web server crashes all the data is unavailable and possibly lost (if there are no backups) and finally there is a high coupling between the backend (the database that contains the wiki pages) and the user interface (the web application that is accessed by the user), which opens the door to exploits if the web application has a bad design with vulnerabilities such as cross-site scripting, sql injection and other problems of a website.

So in order to try to solve some of these problems, the architectures below were designed.

---

21 For example, http://en.wikiversity.org/wiki/Wikiversity:Main_Page
22 For example http://en.wikipedia.org/wiki/Main_Page
23 For example the wikis in http://www.wikia.com/Wikia
Peer to peer architecture

One example of a peer to peer architecture for wikis is presented in the paper by Morris et al. [27] and unlike the hybrid approach, it is completely decentralized (or peer to peer), since the wiki users are also the ones that host the pages, and there is no central interface to the wiki. As the requirements for this architecture the authors, considered:

Redundant decentralization There is no central server, since everything is stored in peers and when someone wants to see a wiki page, it connects to the peer to peer network in order to talk to the peers and obtain the document he or she wants. Also it is important to provide redundancy since a peer may fail in expected or unexpected ways;

Unique identification of documents The documents must be uniquely identified, since each document may have multiple versions, and because two users can edit the same version at the same time and create different or conflicting versions of the same document, which gives that the documents may need to be manually merged, and for that each version must have its own unique name;

Usability This is necessary because a user has a mental model of what it can do with a wiki, and the architecture must respect that mental model, so that the user can continue to use the knowledge it has, for example, the user knows that a wiki page may contain links to other pages, and that if he clicks on them he will go to the page that was clicked, and while simple. This can be difficult to implement correctly in a peer-to-peer system where pages might not be in the same storage server.

Efficient retrieval of documents Associated with the usability described above, a user may also like to search for a given page, so the protocol must have some way of locating the requested page, so that the hosting peer can send the page to the peer that wants it;

As a peer to peer middleware the authors used JXTA, because it offered a easy way to search for a document, aggressive caching and it allowed for resource and peer discovery (integrated with the search). It also allowed the formation of a group of peers and a way to make that group private using authentication methods.

So with JXTA behind as a peer to peer middleware, when a client wants to access the wiki, he or she launches a client, that connects to the group WikiNet of JXTA, and gains access to the resources that belong to that group. Then it opens a JXTA pipe in order to listen for document requests and answer them;

When a document is created, the peer generates a new JXTA advertisement, that contains the publishing date of the document, the title of it, the revision number and the pipe and peer ID of the document holder.

When a document is requested, a peer searches for the advertisement that tells where the document is located and then connects to the specified pipe, so that it can retrieve the wanted page.

Then, in order to increase the redundancy of the page, it publishes a new advertisement specifying that it also has the document (ie. an advertisement that is similar to the one that he searched for, but that has the pipe and peer id corresponding to that peer).

Hybrid architecture

This architecture is described in Urdaneta et al. [37]. It presents a way to improve the centralized wikipedia, using the help of its contributors. So in this architecture the authors split a wiki into two subsystems, one that is centralized and keeps a document index database, that contains the title of each document and some of their words, and a front-end that allows the user to query the wiki for a page given a set of keywords, much like a search engine. The other subsystem keeps copies of the pages inside a wiki, and a database that indexes them and a front-end that allows such pages to be retrieved and updated. In this last subsystem the placement of the pages, the updates and query requests are handled by a distributed system.

A JXTA pipe is a way that JXTA has to connect specific peers together so that they share some data
A JXTA advertisement is a way to tell peers about resources and network services available
In this paper, for the page placement algorithm the authors considered a cost function that takes into attention the resources demanded by a page, the performance of a node and the evolution of that node, resulting in the following formula:

$$c(N, P, W) = \sum_{p=0}^\alpha \left( l(p, w) + \beta \frac{o(p, W)}{o_{tot}(N, W)} \right)$$

Where $l(p, w)$ is the number of bytes of the received requests for a page $p$, during a certain time window $w$, $l_{tot}(N, W)$ is the maximum number of bytes that node $N$ can receive within the same time window $w$, $o(p, W)$ is the number of bytes that the request for page $p$ generated as a response in the same time window, while $o_{tot}(N, W)$ is the number of bytes that can be sent from the node $N$, in the time window $w$. $\alpha$, $\beta$ and $j$ are simple weighting constants to balance the cost function.

Finally, the result of the cost function is the summation of all these costs, and this provides the value that the page placement algorithm must minimize in order to keep the architecture efficient and fast.

Since this requires global information, the authors of this paper proposed a solution based on the fact that when placing or moving a page, one needs only to calculate if that move will minimize the cost function of those two nodes, so that the nodes can perform this in a concurrent way. In order for a node to know neighbors so that he can reduce the cost function, the authors considered a gossip based protocol, where the connected nodes change their neighbors list and, for each connection, choose a different set of neighbors based on the exchanged information, so that each node has a new set of other nodes to move the pages it contains.

In order to decide which pages to move, each node chooses a given number of pages, that can be moved, and than it tries to see if one page in that set results in a cost reduction, and if it does that page is transferred.

In order to save bandwidth, only one page is transferred at a time to a certain neighbor and neighbors that are already receiving a lot of pages are not considered for the placement algorithm.

In order to prevent excessive page movement, the nodes only run the algorithm when they load is approaching a certain threshold $T$.

Since any node can receive a query from a user, it is used a Distributed Hash Table, in order to keep an index of pages and the nodes that contain them. Where the key of this DHT is the hash of
the name of the page and the value is the node that contains this page, also like a DHT each node
is responsible for a given part of the hash table, so that when a query is received a node executes
a DHT query in order to know where the page is kept.
In order to prevent arbitrary failures of a node and node departures each page and DHT key can
be replicated in various nodes.

Discussion of Use Cases

Following the discussion of the main wiki architectures we describe some of the use cases where an
architecture might suit best.
So, the peer to peer architecture is best when a user wants to create a wiki about a certain subject
or when he wants to look something related to a certain subject\(^{26}\), because the group orientation
of the peer to peer architecture associated with the private group feature would allow the edition
of the pages to only a set of users.
The hybrid architecture is best when there is already a centralized wiki and due to the number
of users of that wiki, it might be useful to set up some datacenters that serve as peers to contain
copies of the wiki pages, while the main web server contains the interface and is the single point
of access to the users. This, because a peer to peer architecture might pose some privacy (in case
of enterprise wikis) or redundancy (since the users might only want to look for something specific
and not be interested at all in hosting wiki content) risk.
The centralized architecture is useful for small or private wikis, that have a small number of users,
because the problems of bandwidth are nonexistent, and the reliability and coupling problems
might not be significant.

2.3 User preference extraction

This section analysis the user preference extraction applied wiki pages, in order to extract infor-
mation relative to the user preference of certain wiki page blocks. Therefore we which features can
we use to classify a certain web block and methods of obtaining a page block score given a set of
features.

2.3.1 User preference features

In this section we discuss some features based on implicit evidence collected from the user by
indirectly observing his or her behavior when browsing a certain website, meaning that the user
website contains functions that collect information about what the user does, when he is browsing
and processes that information, in order to collect the features for a certain website block\(^{[12]}\)\(^{27}\).
So in the paper by \(^{[23]}\), these features are classified according to two different axis, the scope (or to
what they apply) and the behavior category; the first axis (scope) is divided into Segment (some
part of the webpage), Object (the webpage) and Class. The second axis is divided into:

\begin{itemize}
  \item \textbf{Examine} That is the observation of some element;
  \item \textbf{Retain} That is the storage of some element, like printing some text or bookmarking a page\(^{[36]}\);
  \item \textbf{Reference} That is the quotation or reference of some element in other webpage;
  \item \textbf{Annotate} That is the act of commenting or classify some element;
  \item \textbf{Create} That is the creation of a bookmark or a wiki entry;
\end{itemize}

So in the following paragraphs we examine the most used features, and categorize them.

Examine

The paper by Kellar and Watters\(^{[22]}\) points the following features:
\begin{itemize}
  \item Usage of the bookmarks, back button of the browser;
  \item Usage of select, copy, cut and paste browser functions;
\end{itemize}

\(^{26}\) see for example \url{http://www.wikia.com/Wikia} that allows users to create wikis about their favorite
themes.

\(^{27}\) See for example the Curious Browser
Usage pages in history and the usage of certain toolbars like the ones from google or yahoo, as a way of collecting information about whether the user liked of one page as a whole or not and if that page was important to the task he was doing.

In the paper by Shapira [36] additional features are described, specifically:

- The relation of mouse movement and the reading time;
- The relation of scrolling and reading time;
- The reading time normalized by the page size;
- The number of links visited on a page (also refereed in the paper above);
- The number of links visited relative to the number of existing links on the page;
- Whether or not the user performed some actions, like selecting or copy text or images on the page.

**Annotate**

As an example of feature belonging to the annotate there is the paper by Golovchinsky et al.[18], where it is used the annotation of documents using a pen and/or a tablet in order to extract certain features, specifically:

- The circle of a word or paragraph;
- The underline of certain phases;
- The creation of sidenote marks along the text;
- Comments made to the text;

The authors brake the text into words, and consider that the more two different words were underlined the more weight, that word should have. The authors conclude that these annotations were more conclusive proof to the usefulness of a certain block, than the other traditional features.

2.3.2 Machine learning strategies

In order to given a set of significant feature find if a certain page block is interesting to a user or not, we have identified three machine learning strategies, commonly used in this problem by the work in the existing literature[43] that are Support Vector Machine[14], C4.4[30] and Naive Bayes[42]. It is shown in that paper that C4.4 has the highest precision but it has the tendency for over-fitting, while Naive Bayes has the worst performance due to the fact that most of the features used in the user preference extraction are somehow dependent from each other.

2.3.3 Overview

In this section we have described some commonly collected user navigation features and tried to categorize them, finally, we described some of the used strategies in order to merge the features and produce a percentage of user interest in a page block, so that the browser plugin can extract the preferred blocks from a wiki page.

2.4 Vector-Field Consistency

The Vector-Field consistency (or VFC) algorithm[35][39] is an algorithm that unifies consistency enforcing with locality awareness, using the concept of vector-fields.

Where there is an pivot or center point that represents an important object for the system or observation point and generates consistency zones around that object, where we place the objects according to an set of dimensions defined in a vector called the VFC vector.

Each consistency zone has a given consistency degree (Fig. 8), and consistency zones are ordered so that as one moves away from the pivot the objects placed have less in common to the given pivot (i.e. are more distant).

The consistency zones are shaped like a cube (or square, depending on the number of dimensions or features one wants to monitor), where each consistency zone is defined by an range that goes from the previous consistency zone (or pivot, in the case of the first zone), to an certain maximum VFC vector value.
In order to position a object in a consistency zone, VFC defines the vector $\kappa = (\Theta, \sigma, \nu)$ to describe the maximum divergence that a zone can tolerate, so that one only needs to check for a zone where $\kappa_i \leq o_i \leq \kappa_i$ is true, for a given object $o$.

Because one can have multiple pivots and an object may belong to more than a pivot and therefore is surrounded by more than one consistency degree, VFC defines that if that happens, the object belongs to the closest pivot.

In VFC, a object or pivot may also belong to more than one view (Fig. 9), where each view has its own set of pivots, and therefore one pivot or object may generate more than one consistency zone or belong to more than one consistency zone, in the case of pivots and objects respectively, where an view can be associated with an user, an game field layer, etc.

In previous works VFC was used for mobile game consistency, specially in massive multiplayer online games and first person shooters, and the defined VFC vector had three dimensions that were time, sequence and value. Time is the maximum staleness time an game object could have had, sequence the maximum number of lost updates of that object and value the difference between replica contents.

3 Architecture

After discussing some of the related work, we are going to define the architecture of the proposed solution and the relevant algorithms.

We are going to use a centralized architecture for our web cache server, in order to comply with the requirements discussed above of fast accessability.

In the wiki we are going to use an centralized architecture as the wiki architecture, and in the user interests component we are going to use an wiki specific page breaking algorithm and C4.5 to join the user collected features.

3.1 Web Cache

Since our work is related to two main parts, the web cache and the wiki, in this subsection, we describe the cache architecture, starting by the VFC adaptation and the description of the cache.
replacement strategy, an general view of the components of our architecture both server and client
side, followed by an use case of an request using the normal HTTP consistency, the registering of
a user and it’s consistency definitions and bookmarks including the exchange network messages,
and then an request using VFC.
Finally we describe some relevant algorithms and data structures.

3.1.1 VFC Model adaptation

In the VFC model, we have used an pivot that contains three dimensions, that are:

Distance  Specifies the number of links that must be crossed from the document that is the pivot, to the current document, and must be equal or bigger than zero;
Recency   Specifies the number of requests that have passed since the last request to this document and must be equal or bigger than zero;
Frequency Specifies the number of requests, that the document had while in cache, and must be equal or bigger than zero;

Because, we define distance as the number of links between an pivot and a given document, we
describe the HTML tags that have a meaning to our algorithm and what they do, so:

a  This tag refers to a external document or link, so the distance of the linked document is going to be stored as the distance of the current document plus one;
img This tag refers to an related image document, the distance of this image document is going to be equal to the distance of the current document, because it is meant to be aggregated with it, using HTML semantics;
link This tag is an stylesheet that applies to the HTML document and the distance of this document is going to be equal to the distance of the current document, again because of HTML semantics;
script This tag may specify an javascript file that is used by the current HTML document, and it’s distance is going to be equal to the distance of the current document.

Also, since an pivot should typically be the only element with an distance of one, when we are parsing an pivot, we are going to add one to the distance of any of the documents specified by the tags above, but as an exception to all of this, if the pivot is made from an frame page, we are going to keep all pages from the frame in the same area (with an distance of zero).

Also only an bookmark may become an pivot, so if an user makes an request to an document that is not linked to an pivot, then the document isn’t cached, even if later (by parsing more pages) it is found that the document did have an connection to an pivot; so that the algorithm can provide an fast way of deciding what to cache.

If an document needs to be revalidated because it has exceeded the consistency zone limits, and upon parsing the new response, it is found that some of the existing links no longer exist, then they are deleted if they do not have any other parent links, the removal is not recursive, in order to keep the algorithm fast, and document are only removed using our cache replacement strategy, described bellow.

If an user is removed either explicitly or by inactivity, then the pivot references associated with him are removed, again in a non-recursive way, since the pages could be referenced by or be pivots of other users. Also, if an pivot page of a user is a regular page of another user, then that page will have multiple consistency zones and obey to all of them as specified bellow.

If an document is linked to more than one pivot (they may be from multiple users), then the document as an VFC vector for each connection that is associated with an given pivot, so that when in a request that document needs to be checked for freshness the correct VFC vector is used, according to the pivot and consistency zone of the user, where it is.
3.1.2 Cache Replacement Strategy

In a way to make space for new documents or to remove unused documents to make space, there is a need to run a cache document removal process either periodically or when there is a need to make more space for a document.

So, in conformance with the most common used scheme in the existing web caches, there are two values important for the document removal/replacement algorithm:

MaxCacheSize This is the maximum size of a cache, and when this limit is reached, the algorithm is run in order to remove some useless pages, or move them to other type of cache.

MeanCacheSize This is the value that specifies when the algorithm stops removing documents from cache, when it is run for space reasons.

Also, since our cache server has two areas for caches (disk and memory), each area has a set of the above values, so that they can be customized and controlled independently by the cache server administrator. Additionally the units of the two above values are bytes and $\text{MeanCacheSize} < \text{MaxCacheSize}$.

Also because the VFC vector that each object has specifies useful values for the cache remove/replacement strategy we specify our strategy using heuristics based on those values, so we have:

Weighted Distance by Frequency The documents more distant from the pivots and least used are potential candidates to being replaced/removed from cache (or moved to disk).

Weighted Recency by Frequency The documents that were updated a long time ago, but that are not frequently used are potential candidates to being replaced/removed from cache.

Using this heuristics, together with the removal of objects that have no parents, we have an simple cache replacement protocol, that uses the VFC vector to it’s fullest, while keeping the wanted properties and qualities of user preference awareness.

3.1.3 Base Component Model

We will now give an general view over the components of the web cache architecture, both server and client side.

Server side

As an architecture for the proxy layer (Fig. 10), we have a model that divides it into three main blocks and one configuration component that stores global configuration options set by configuration files read upon server startup. So the three main blocks are described bellow.

Port Management

This blocks contains all the ports, that are components that can handle client and/or server connections, in an given protocol (for now there is only ports for HTTP 1.1).

Also, it can be any number of ports, that have an unique identifier and may have only inputs or outputs or both, so that an user may configure an port to receive special requests from an web application or an port that is specfic for an certain type of server content like objects with an large size.

We use the single-threaded pro-actor pattern to manage the connections because it can support more clients than a thread based solution (since it does not reach any CPU limits), and therefore reduces the server overhead and does not damage the experience of the cache users, which increases the user satisfaction. The components of this block are described bellow.

Port or Connection Port This component manages the connections from the clients and to the servers using the pro-actor pattern to handle simultaneous connections from the clients and servers, and is divided into two subcomponents:

Client layer This component is the client side of the port and processes, client requests and sends responses, and has subcomponents to parse the HTTP request into an generic proxy request and an proxy response to an HTTP response.

Server layer This component is the server side of the port and processes, server responses and sends requests, and has subcomponents to parse the an proxy request to an server request and an server response to an proxy response.

28 see the description of squid above
Fig. 10. Architecture of the web proxy/cache server

**Request Processor**

This block receives proxy requests from an client connection, and using an chain of responsibility distributes the requests for processing by the VFC consistency module or the HTTP consistency module, it may also distribute them through additional modules that may store the message, produce a log of the requests or transform either the request or response. If an processing model cannot process the request immediately and needs to send a request to the server, this component will also forward those requests to the server connectors and provide the received response. With this approach we are able to deal with all kinds of environments and to adapt to more environments which is essential in an ISP or large enterprise network. Finally, the request processor subcomponents are described below:

**Request Distributor** This component receives the requests from the ports and introduces them to the chain of responsibility containing the processors and receives requests from the processors and sends them to an web server.

**VFC Cache Consistency** This component manages the VFC protocol and return the document in cache, if it is fresh according to the VFC parameters and if it exists, otherwise it creates a request for the Request Processor, so that the document is fetched from the original web server, it is also responsible for storing any information related to VFC and manage the user registration and changes.

**HTTP Cache Consistency** This component uses the HTTP protocol consistency, according to the HTTP RFC.

**Processing Plugins** These are modules that can do other useful things with an request with or without an response, like storing logs, and so on.

The VFC Cache consistency, also processes all requests coming from the user browser plugin, like user management, bookmark management and so on. It is also responsible to remove users after a configurable period of inactivity.
Storage Component

This block contains components for managing the cache system and the server preferences, specifically:

**Cached Objects Manager** This component manages the cache and is responsible for storing and retrieving objects from the disk and memory caches, and completely abstract the storage method, from the consistency managers that use the cache. The documents from the different consistency managers are kept separated, so that they don’t conflict.

**Memory Cache Manager** This component manages a memory cache, that stores documents in memory, using a content-addressed system\(^{29}\), in order to perform lookup, insert and remove operations in a fast and efficient way.

**Disk Cache Manager** This component manages a disk cache, that stores documents in disk, in order to save space in the memory cache or to store documents that had not been acceded on a long time.

**Cache Replacement Module Manager** This component is responsible to manage all the available cache replacement algorithms, and use them according to the user configurations for each consistency method specific cache.

Client side

As an architecture for the proxy layer (Fig. 11), we have a model that combines an traditional MVP\(^{30}\), with an component to change the requests made by the browser, and an main component that is represented by an button in the browser and allows the browser user to configure it’s user name, the consistency zone definitions and the bookmarks he wants to consider as pivots. The rest of the blocks are described bellow.

![Fig. 11. Architecture of the web proxy/cache client plugin](image)

**Plugin Views**

This component is responsible to present an user interface in order for the user to configure it’s user name, to view the cache generated user name (using an hash of the given user name, browser version and an random unique number), the plugin version, the cache version.

It also allows the user to configure the consistency zone definitions and the maximum VFC vector, before an pivot is updated and to configure it’s bookmarks/pivots to send and optionally adds all of it’s current bookmarks and/or open tabs.

\(^{29}\) Also known as CAS

\(^{30}\) Model View Presenter
Plugin Controllers

This component is responsible for listening to changes in the view and do any required communications with the cache server when the user changes its name, or the consistency zone definitions, or any of the other configurable parameters.

Plugin Store

This component is responsible to persist the information entered by the user, using the standard means offered by the browser for it.

3.1.4 Use Cases

In this section we are going to describe the operations done by the cache when it receives an normal HTTP request, when a new user registers (and it’s related operations), and when the cache receives an VFC request.

HTTP request use case

We an client browser makes an request to the cache (Fig. 12), the following steps are done, considering that the page is not in the cache, and an server request must be made:

1. The client makes the connection;
2. The client part of the port that receives the connection parses the request, and extracts the headers, the cache control options, the pragma options, the requested ranges and if the connection is persistent or not, and builds an generic proxy request object;
3. The generic proxy request object is placed on a queue and retrieved by the request distributor.

Fig. 12. Use case involving an HTTP request.
4. The request distributor uses distributes the request along the chain of responsibility containing the HTTP Cache Consistency, that processes the request.
5. The HTTP Cache Consistency component, sends a get request to the Cached Objects Manager, to see if the request is cached.
6. The Cached Objects Manager, tries to see if the requested object is in the memory cache.
7. The Cached Objects Manager, tries to see if the requested object is in the disk cache.
8. The Cached Objects Manager, sends an failure response to the request.
9. The HTTP Cache Consistency, transforms the client request into an server request and places it in an queue for sending it to the original web server.
10. The Request Distributor, retrieves the server request and passes it to a compatible Server Connector, using an queue.
11. The Server Connector, retrieves the request from the queue and sends it to the server.
12. Upon receiving an response, the Server Connector, associates the response to the proxy request and handles it to the Request Distributor, by placing it in a queue.
13. The Request Distributor, retrieves the request from the queue, and distributes it to the chain of responsibility, allowing the HTTP Cache Consistency to process it.
14. The HTTP Cache Consistency sends an asynchronous request for the Cached Objects Manager in order to store the received response and simultaneously sends the response to the client request, by placing it in a queue.
15. The Request Distributor, retrieves the request from the queue and handles it to the Client Connector.
16. The Client Connector answers the client and sends it the response.

VFC user registration use case

When an client browser makes an request to the cache (Fig. 13), in order to register an user and its information the following steps are done:

![Use case involving an user registration.](image-url)
1. The user browser plugin makes an request, to register the user and it `s data, that is an regular HTTP request;
2. The Client Connector, sends the data to the Request Distributor, that places the request in the chain of responsibility;
3. The VFC Cache Consistency, handles the request and processes the received data, adapting the user pivots, or the user consistency zones if they change;
4. The VFC Cache Consistency, sends an response to the Request Distributor, that may contain the proxy version and the generated user name;
5. The Request Distributor, sends the response to the Client Connector;
6. The Client Connector sends the response to the User Browser.

The message sent by the user browser plugin, may contain a new user name to create or replace the existing user name, or a generated user name, followed by a set of bookmarks or consistency zone definitions that may create new pivots and respective consistency zones or change the existing ones.

**VFC request use case**

We an client browser makes an request to the cache using VFC (Fig. 14), the following steps are done, considering that the page is not in the cache, and an server request must be made:

1. The client makes the connection;
2. The client part of the port that receives the connection parses the request, and extracts the headers the requested ranges and if the connection is persistent or not, and builds an generic proxy request object;
3. The generic proxy request object is placed on a queue and retrieved by the request distributor;
4. The request distributor, uses distributes the request along the chain of responsibility containing the VFC Cache Consistency, that processes the request;

**Fig. 14. Use case involving an VFC request.**

1. The client makes the connection;
2. The client part of the port that receives the connection parses the request, and extracts the headers the requested ranges and if the connection is persistent or not, and builds an generic proxy request object;
3. The generic proxy request object is placed on a queue and retrieved by the request distributor;
4. The request distributor, uses distributes the request along the chain of responsibility containing the VFC Cache Consistency, that processes the request;
5. The VFC Cache Consistency component, determines the VFC Page corresponding to the request and sends an get request to the Cached Objects Manager, to see if the request is cached;
6. The Cached Objects Manager, tries to see if the requested object is in the memory cache;
7. The Cached Objects Manager, tries to see if the requested object is in the disk cache;
8. The Cached Objects Manager, sends an failure response to the request;
9. The VFC Cache Consistency, transforms the client request into an server request and places it in a queue for sending it to the original web server;
10. The Request Distributor, retrieves the server request and passes it to a compatible Server Connector, using a queue;
11. The Server Connector, retrieves the request from the queue and sends it to the server;
12. Upon receiving an response, the Server Connector, associates the response to the proxy request and handles it to the Request Distributor, by placing it in a queue;
13. The Request Distributor, retrieves the request from the queue, and distributes it to the chain of responsibility, allowing the HTTP Cache Consistency to process it;
14. The VFC Cache Consistency parses the received page if the page is an html request, adds the parsed links as shadow VFC Pages to the consistency zones where the parent is inserted and sends an asynchronous request for the Cached Objects Manager in order to store the received response and simultaneously sends the response to the client request, by placing it in a queue. It also adds one to the recency value of all pages;
15. The Request Distributor, retrieves the request from the queue and handles it to the Client Connector;
16. The Client Connector answers the client and sends it the response.

If for some reason the page already is in cache, the VFC request manager gets the corresponding VFC Page, determines if it is fresh or not, that is, sees if it’s current pivot is within the consistency zone boundaries and if it is adds one to it’s frequency and one to the recency of all VFC Pages. If not sends an conditional request to the server if possible and retrieves the new page, if there are changes to the page, then the page is re-parsed and the new links merged with the old ones and the page in cache is changed.

3.2 VFC-Wiki

TODO

4 Solution Assessment

As for a comparative evaluation we will use a qualitative, a quantitative, and a comparative evaluation of our cache and wiki architecture. In particular we will evaluate our cache replacement algorithm, and try to perform an evaluation of user satisfaction related to the identified important blocks.

In the qualitative evaluation we will evaluate:

- The correctness of the cache behavior, in particular if our cache presents the correct page without unexpected errors;
- Whether or not our cache is able to fail gracefully if there are expected errors, in particular if the connection to a web server is broken during the transmission of data;
- The correctness of the VFC protocol application, in particular the correct generation of consistency zones around all pivots and under all identified cases;
- The correctness of the VFC consistency zone enforcement, in particular if pages are assigned to the correct consistency zone and updated accordingly;
- The correctness in absence of the browser plugin, in particular, if the cache is able to fallback to standard HTTP protocol consistency;

We will also try to evaluate the behavior of our cache in a distributed environment.

In the Quantitative evaluation we will try to evaluate:

- Compared to a solution without caching:
  - The network usage, to determine if our cache is able to reduce the load between the clients and web servers, specially if there are lots of clients (ISP scenario);
• The time it takes for a request to be satisfied, and if the VFC usage effectively gives similar results to a solution without caching;
• The correctness of the response, if our cache server is always able to produce the same (or acceptable) response as a browser would do alone.

- Compared to other caches:
  • The number of hit-rates, to see if our solution has a better hit-rate ratio than other cache server, also taking into account user’s interests and respective weighting;
  • The number of miss-rates, particularly if not only the number of miss-rates is reduced but also if the hit-rate is inversely proportional to the miss-rate (which gives that most requests are correctly served from cache), also taking into account user’s interests and respective weighting;
  • The network usage, in particular if our solution wastes less bandwidth than other cache servers;
  • The time it takes for a request to be satisfied, and if the time is lower than the average of the other cache servers;
  • The used disk space, to check if our solution requires less disk space than others;
  • The memory usage, the same with the memory.

- Individually using various workloads:
  • The used disk space, to check if the disk space usage is always low, without abnormal workloads;
  • The number of miss-rates;
  • The number of hit-rates;
  • The memory usage;

In the cache replacement strategy evaluation we will measure against other cache replacement algorithms (eg. LRU, PSS and LRU*):

- The hit-rate, to check if our solution provides a better hit-rate;
- The miss-rate;
- The used cache space, to check if our solution wastes less disk space;
- The time used in cache replacement, to see if our solution requires less overhead and therefore is able to provide more speed to transfers;

We will also try to measure savings in space, bandwidth and time from obeying to VFC criteria defined by the clients.
In order to identify the user satisfaction and block division algorithms related to the identified important blocks, we will try to do tests with users, and record the feature vector for each site they visit and their classification and comments about the identified important blocks and the identified blocks in order to check if the penalty values are always low or nonexisting.

5 Conclusion

We now conclude this report by summarizing what was done and presenting the final conclusions. So, in this report we discussed some web cache and wiki engine architectures and explored some advantages and disadvantages of each. After that we analyzed in detail the consistency protocols used in web caches; the various types of page replacement strategies and their advantages and disadvantages, including the analysis of some of the most used page replacement algorithms and ended with the analysis of some existing cache servers. For the wiki systems we analyzed the types of existing wikis and the user types more common in public wikis. After that we analyzed the existing algorithms to divide a web page into blocks, which features are most commonly used to extract implicit user information and techniques used to gather all the information collected from the user in order to determine which blocks of a page he enjoys most.