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Abstract. Function-as-a-Service (FaaS) is an emerging Cloud Computing model
that is proving to be very suitable for processing the large amounts of data being
generated by devices in the expanding Internet of Things. Bringing this computing
model closer to the source of data can provide a response to the reduced latencies
and bandwidth requirements of the applications that reside at the edge of the Inter-
net. Edge Computing environments are typically characterized by their large scale
architecture, decentralized nature, and resource-constrained devices, which causes
FaaS approaches to currently still lack the ability to fulfill these service requirements,
while efficiently leveraging resource utilization on distributed edge devices. In this
work, we present a solution to implement the FaaS model in an Edge Computing
environment, by utilizing resources volunteered by other edge nodes and distributed
through the IPFS network, to deploy WebAssembly runtimes, that allow near uni-
versal deployability on edge devices, using the Apache OpenWhisk framework.

Keywords: Function-as-a-Service, Edge Computing, Cloud Computing, Volunteer
Computing, Peer-to-Peer Data Networks
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1 Introduction

Function-as-a-Service (FaaS) is an emerging paradigm [1] aimed to simplify Cloud Com-
puting and overcome its drawbacks by providing a simple interface to deploy event-driven
applications that execute the function code, without the responsibility of provisioning, scal-
ing, or managing the underlying infrastructure. In the FaaS model, the management effort
is detached from the responsibilities of the consumer, since the cloud provider transparently
handles the lifecycle, execution, and scaling of the application. This computing paradigm
was originally proposed for the cloud but has since been explored for deployments in geo-
graphically distributed systems [2].

With the expansion of the Internet of Things, the cloud has become an insufficient so-
lution to respond to the growing amounts of data transmitted and the variety of Internet
of Things applications that require low latency and location-aware deployments, as stated
by CISCO [3]. This has led to the introduction of a new computing paradigm, called Edge
Computing, designed to reduce the overload of information sent to the cloud through the In-
ternet, by bringing the resources and computing power closer to the end user and processing
the data at the edge of the network.

1.1 Current Shortcomings

Most of the current cloud service platforms still rely on centralized architectures and services
that are not designed to operate on resource-constrained environments and the diverse
variety of heterogeneous devices that characterize the edge systems. In recent years, solutions
have been explored to bring FaaS deployments to the edge of the network [4], [5]. Even so,
few have managed to realize efficient resource provisioning and allocation [6], along with near
universal deployability, by leveraging volunteered resources in a completely distributed and
decentralized manner [7], in order to maximize resource utilization and meet the performance
needs of edge applications.

1.2 Objectives

The main objective of this work is to develop a system that uses volunteer resources from
users to allow Function-as-a-Service deployments at the edge of the network. In order to
achieve this, we define the following individual objectives:

— Survey the previous research and current state of the art in Function-as-a-Service, Edge
Computing, and Peer-to-Peer (P2P) content, storage and distribution.

— Design a distributed architecture, algorithms, and protocols that leverage volunteer
resources for FaaS deployments on edge computing nodes.

— Implement a middleware that will support our architecture, using the Apache Open-
Whisk! framework and IPFS [8] to distribute the resources.

— Create an experimental evaluation methodology to assess the feasibility, efficiency and
performance of our work.

! https://openwhisk.apache.org/



1.3 Document organization

The remainder of this paper is structured as follows: Section 2 presents an analysis of the
related work in FaaS, Edge Computing, and P2P content, storage and distribution. Section 3
describes the architecture and resource protocols that compose our solution proposal. In
Section 4 we present the evaluation methodology that will be used to evaluate our solution.
Finally, Section 5 wraps up the document with our final conclusions.

2 Related work

In this section we discuss important research and state of the art work in Function-as-
a-Service in Section 2.1, Edge Computing in Section 2.2, and P2P Content, Storage and
Distribution in Section 2.3. Lastly, we describe the Relevant Related Systems in Section 2.4.

2.1 Function-as-a-Service

Back in 2009, as the excitement surrounding utility computing grew larger, the potential
of Cloud Computing raised a lot of predictions as to how it would revolutionize the service
provisioning model in the IT industry. The main advantages pointed out by Armbrust et
al. [9] were the illusion it creates of infinite computing resources, the elasticity to add or
remove resources, not needing to make upfront investments, and the pay-as-you-go business
model, whilst also mentioning the potential it offers to create economies without needing to
afford large data centers, and improving resource utilization via virtualization and hardware
sharing.

During the following years, we have largely witnessed the accomplishment of these predic-
tions and Cloud Computing is now a highly popular paradigm with several service delivery
models and deployment methods. The three main service delivery models available are:

— Infrastructure-as-a-Service (IaaS): This model provides a cloud infrastructure where
the consumer can deploy and run software including operating systems, runtime envi-
ronments, and applications. The consumer has no control over the underlying physical
infrastructure but can manage storage space, networking properties, and have access to
computing resources that may be virtualized.

— Platform-as-a-Service (PaaS): This model provides a cloud infrastructure where the
consumer applications can be deployed without having the responsibility to manage
the underlying infrastructure, including the physical layer and operating systems. The
consumer can deploy and manage the applications and their configurations without
being concerned about resource provisioning or capacity planning.

— Software-as-a-Service (SaaS): This model provides the consumer the ability to use
product applications hosted by the service provider on a cloud infrastructure. The con-
sumer does not have the responsibility of managing the underlying infrastructure, in-
cluding servers, storage, and network components that constitute the physical layer, nor
the operating systems and application runtime environment where the application is
running. The consumer can simply interact with the interface provided by the service
to utilize the application’s capabilities.

When Amazon first introduced its Elastic Cloud Computing (EC2)? instances belong-
ing to the IaaS delivery model, other companies followed soon after and this became the

2 https://aws.amazon.com /ec2/



designated Virtual Machine approach. However, there were still some drawbacks due to the
managing responsibilities it imposes on developers, for instance, ensuring service availability,
efficient resource utilization, autoscaling capabilities, and service monitoring [1].

The Google App Engine (GAE)? providing PaaS improved on this by automating the
scaling and storage purposes to allow the customer to only develop at the application level.
GAE applications were still constrained to specific frameworks, programming languages, and
the amount of CPU they could use to answer a request. Some of these limitations were more
emphasized when the customer wanted to deploy code at a more fine-grained level, i.e. an
application function with relatively few lines of code, which led to the core of FaaS offerings,
first presented by Amazon, in the form of Lambda* functions (a.k.a. Cloud functions).

Cloud functions allow the consumer to run their function code automatically when a
request occurs, i.e., an event is triggered, without having to provision virtual machine in-
stances or monitor and upgrade the system, among other responsibilities mentioned previ-
ously. Cloud functions may take different names depending on the cloud platform, as we
will see later on, and constitute the basis for Serverless Computing frameworks. At the end
of the spectrum, there are the SaaS models (e.g., Google Apps®) where the service provider
hosts applications that the customer can simply access through the Internet.
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Fig. 1. Function-as-a-Service Taxonomy

In Figure 1, we present a taxonomy to classify Function-as-a-Service models. Al-
though this is a more recent approach out of all the Cloud Computing delivery models,
significant research has already been carried out and detailed in the current literature.
Jonas et al. [1] provide a good contextualization of Serverless Computing in comparison to
Virtual Machine solutions, describing its challenges and future directions, Mohanty et al.

3 https://cloud.google.com /appengine
* https://aws.amazon.com/lambda/
5 https:/ /workspace.google.com/



[10] focus on comparing the features of existing FaaS open source frameworks, alternatively,
Wen et al. [11] focus on comparing features concerning FaaS commercial platforms. Next,
we define the main characteristics that distinguish the various FaaS offerings according to
the type of Computing Environment, Development, Deployment, and Runtime.

Computing Environment: This characteristic marks the distinction between the enti-
ties granted the right to modify or use the software, depending on the existence of commercial
purposes for the platform. The Computing Environment can either be Commercial Platforms
or Open Source Frameworks.

Commercial Platforms of Function-as-a-Service provide the services for provisioning,
management, and resources necessary for a consumer to develop, deploy and execute func-
tions in a pay-as-you-go model (e.g., AWS Lambda, Google Cloud Functions®, Microsoft
Azure Functions”, IBM Cloud Functions®). These are usually maintained by a company,
i.e., a cloud provider, and as a consequence, there are specific requirements imposed on
function code that can create vendor lock-in and computation restrictions. The cloud in-
frastructure is available to be used by the general public regardless of whether it is in an
academic, business, or governmental setting. These platforms may also use Open Source
software for commercial purposes.

Open Source Frameworks of FaaS overcome the limitations of Commercial Platforms by
providing a free and publicly available environment solution for serverless functions (e.g.,
OpenWhisk?, Kubeless!?, Fission'!, OpenFaaS'?). These frameworks are not exclusively
descriptive of private cloud deployments, but rather free software that can be distributed
and modified by the general public.

Development: The characteristics of the application, present in the Development phase
of the process, that need to be supported by the platform when using this serverless
computing model can be considered in terms of the Programming Language, the type of
Function Trigger, and the Package Size Limit.

Programming Language regulates which languages can be used to write the code of the
function that is going to be executed by the platform. Each platform has a set of languages
that are compatible with their runtimes, with Python and Java amongst the most popular
ones.

Function Trigger is associated with the respective function payload and is responsible
for initiating the execution request of the function which can originate from a variety of
events (e.g., HTTP requests, modifications in storage services, scheduled timers).

Package Size Limit of applications defines the maximum size of the packaged function
code and respective dependencies, and it is imposed with the intention of reducing the cold
start delay when executing functions (e.g., AWS Lambda limits a zipped package to 50 MB).

Deployment: The characteristics of the Deployment phase of FaaS models, which may
be distinct across platforms, can be divided in Deployment Methods, Deployment Tools, the
type of Messaging Service, Function Memory Allocation, and CPU.

5 https://cloud.google.com /functions
7 https://azure.microsoft.com/products/functions/
8 https://cloud.ibm.com/functions/
9 https:/ /openwhisk.apache.org/
10 https://github.com/vmware-archive/kubeless
" https://fission.io/
2 https://www.openfaas.com/



Deployment Methods define the packages, repositories, and systems that are responsible
for deploying and orchestrating the function services. The existing options include source
code packages, Docker container images which encompass the operating system, application
code, dependencies, and other system settings needed to deploy the image to its function,
open source container orchestration systems such as Kubernetes ' and other external ser-
vices.

Deployment Tools are the interface options the consumer can use to deploy the func-
tions to the platform. Existing options include the Command Line Interface (CLI), Console
Interface, APIs, and SDKs.

Messaging Service is typically integrated with these Cloud platforms and can be used
for asynchronous messaging events, by associating specific functions to process messages
present in the message queue (e.g., AWS Lamba can be used with Amazon SQS*?).

Function Memory Allocation is configured to define how much memory is allocated for
a function to use during runtime. Most platforms have default and limit values established
but allow custom modifications to increase or decrease the memory allocated and set a limit
value.

CPU power is usually attributed to the function proportionally to the correspondent al-
located memory and consequently, modifying these values can modify memory values as well.

Runtime: The characteristics of the Runtime phase come into view once a function
has already been successfully deployed. During their Runtime, we can consider different
types of Invocation Style, Concurrency, Auto Scaling Metric, Billing Model (for Commercial
Platforms), and Monitoring Tools.

Invocation Style of a function can either be Synchronous or Asynchronous. In Syn-
chronous invocations, when a function is invoked, the consumer has to wait for the task
execution to finish before being able to proceed. Contrarily, in Asynchronous invocations,
the consumer does not have to wait for the function execution. This invocation is usually
connected to a function trigger that decides when it is processed.

Concurrency is the number of executions/activations of functions that can occur at the
same time. Some platforms allow the reservation of a portion of the maximum concurrency
value to ensure that a specific function is able to be activated at a given time.

Auto Scaling Metric is used to evaluate the need to scale the service. By monitoring
these metrics (e.g, number of incoming requests to function per second (QPS) or requests
completed per second (RPS)), the system can automatically make decisions on whether to
deploy more or fewer functions in order to meet the request demands.

Billing Model refers to the payment models that Commercial Platforms use to charge
consumers for the services they provide, based on measurements taken from the consumers’
utilization of the services (e.g., number of function requests).

Monitoring Tools are used to retrieve information about the system status to assess its
performance and monitor used and available resources. Monitoring tools usually provide
graphical interfaces, i.e., dashboards to visualize these differences over time.

Table 1 contains the FaaS platforms and frameworks considered most relevant in our
research and their respective classification according to the taxonomy presented.

'3 https://kubernetes.io/
1 https://aws.amazon.com/sqgs,
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2.2 Edge Computing

As a result of the recent developments of edge technology in number and complexity, the
Edge Computing paradigm has been continuously studied as a way to bring the computing,
storage, and network resources closer to the edge of the network.

The distribution of computing power has been introduced before in several paradigms,
including older approaches such as Grid Computing [12], which is designed to offer public
organizations computing resources through a shared infrastructure and is still used nowadays
in scientific research with systems like the World Community Grid*®. The development of
this approach as a commercial offering with the adaptation of a consumption-based business
model inspired what resulted in the Cloud Computing paradigm [12].

Edge Computing is a particular incarnation of Cloud Computing that seeks to provide
a solution for some of the challenges that Cloud Computing faces, in particular, network
bandwidth pressure, privacy, and real-time needs, by bringing Cloud Computing capabilities
closer to the source of data [13]. In more recent years, with the evolution of technologies like
the Internet of Things, the literature has looked at advances in Edge Computing such as
Fog Computing [14], Mobile Edge Computing (MEC) [15], and Cloudlets [16]. Fog Comput-
ing is a term often interchangeable with Edge Computing (albeit relying on geo-distributed
provider infrastructure), whereas MEC and Cloudlets are similar concepts as well, but more
focused on utilizing mobile devices as edge computing nodes [17].

In this section, we present a taxonomy to classify Edge Computing models (Figure 2).
Since this is a very broad and recent computing paradigm, there are still alternative clas-
sifications in the current literature. Cao et al. [13] provide a broad overview of the layered
architecture and other aspects and research topics in Edge Computing, ©zyar et al. [18]
present a comparison of Edge orchestration frameworks, and Hong et al. [19] classify re-
source management architectures and algorithms in Fog and Edge Computing. Next, we
define the main design choices, architectural properties, and characteristics that enable us
to address and distinguish these models.

Architecture: This characteristic relates to how the coordination between the nodes
is managed and how they are structured. This is distinct from where the computation
effectively takes place, which in Edge Computing, as the term already indicates, is inherently
distributed. The type of architecture can be Centralized or Decentralized.

Centralized models have a controller component or a small set of nodes in a central
location dedicated to managing the computational and storage resources throughout the
edge nodes (e.g., PiCasso [20]). This type of architecture has fewer scaling capabilities since
the provisioning and resource scheduling tasks all depend to some degree on the same set
of nodes.

Decentralized models can be divided into two sub-types: Hierarchical and P2P. Hierar-
chical models distribute the responsibilities amongst different tiers that can be composed
of edge devices, nodes, routers, servers, or data centers. This is usually the model used in
Fog Computing paradigms as it allows the offloading of tasks to a different tier, with the
trade-off of communication delays (e.g., Cloudlets [21]). P2P models (e.g., VFuse [7]) are a
widespread composition of decentralized edge nodes with nearly symmetrical responsibilities
of coordinating admission, provisioning, and scheduling decisions with each other.

5 https://www.worldcommunitygrid.org/
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Computing Environment: This characteristic distinguishes the nature of the execu-
tion environment where the computation takes place. The environment is not dependent
on the node’s physical location, but rather on the hardware and software upon which it
operates. The Computing Environment type can be a Virtual Machine, Container, Process,
or Browser.

Virtual Machine (VM) instances allow hardware virtualization to any guest OS by pro-
viding full isolation inside a node. This can be useful for multi-tenant environments since a
single node can contain several instances.

Containers provide a virtualized environment to run applications in a manner that iso-
lates CPU, memory, and network resources at the OS level from other applications. This
ability to deploy, terminate, replicate, and migrate a virtual environment anywhere, along
with the small size of Container images, compared to VM instances, make Containers a
faster and highly scalable solution for Edge Computing (e.g., Caravela [22]

~—

Processes are a common Computing Environment in systems intended to utilize large
amounts of volunteered computing resources (e.g., nuBOINC [23]) since the computational
workload of these projects can be divided into tasks, and each volunteer can execute one
or more of these tasks as an application process on their personal computing device. These
processes are usually run in the background and with low priority to avoid hindering the
user’s normal performance.

Browsers provide an environment for Web applications to run isolated and an easily
accessible way to share resources. This is the more fine-grained environment solution, that



can become highly scalable on demand if every Edge Computing node has a Browser installed
and simply deploys a worker thread on it (e.g., Pando [24]). Contrary to VM instances or
Container environments, Browser based Edge Computing instantiations are useful in systems
where low latency is a requirement due to their ability to be executed on the Edge node
closer to the source of data and user input. WebAssembly (wasm) binaries were initially
built for Browsers but have since been explored, using their modules of WebAssembly code
compiled in Browsers, to host runtimes with quick start-up time and secure isolation (e.g.,
Bacalhau [25]).

Resource Ownership: This characteristic describes who owns the physical devices that
power the Edge Computing system. Two types can be considered: Volunteer Devices and
Infrastructure Owner.

Volunteer Devices are the interconnection of Edge Computing with Volunteer Comput-
ing, the system leverages the resources and computational power of personally owned devices
from the general public (e.g., Folding@home [26], Volunteer MapReduce [27], guifi.net [28]).
The users may be incentivized to join, e.g., by a reputation or virtual currency system (e.g.,
Filecoin'®). In Personal Volunteer Computing the focus is on the personal needs of compu-
tational power and resources by programmers for their personal or community applications.

Infrastructure Owner is the single or collective entity that owns the system’s physical
infrastructure. The owner can be the Infrastructure Service Provider if the system is com-
posed of a Cloud Computing infrastructure, such as AWS data centers, or a mobile device
infrastructure. There can also be on-premises owners (e.g., Skippy [29]) in the circumstance
that a Service Provider supplied computational devices for personal or communal use, this
can describe the resource ownership of several Grid infrastructures.

This classification is parallel to having Private, Public, or Community ownership. There
are also Edge Computing models where the Resource Ownership is a combination of the
two types described. This is the case where a big part of the infrastructure is owned by an
individual or collective entity (e.g. ISP), usually the higher tiers in the architecture that
are responsible for the heavier computational power and resource management, while other
users with their edge devices volunteer computational power and other resources to the in-
frastructure.

Resource Scheduling: This characteristic comprises the processes of provisioning and
allocating resources. The scheduling mechanism decides on which resource to execute the
computation request, by managing the need to allocate more or fewer resources accord-
ing to the user application requirements. Resource Scheduling in Edge Computing mod-
els has implicit challenges as it has to consider the latencies imposed by the distance of
computation nodes to the users, the overhead of starting the respective virtualized environ-
ment and preparing it to execute the requested computations, and the communication and
coordination delays from having distributed computation locations [6]. We further divide
Resource Scheduling into several sub-types: Scheduling Policies, Decision-taking, Scaling,
Application-level Placement, and Execution Migration.

Scheduling Policies define the global approach used to decide where an execution is
placed. In Edge Computing systems the execution placement is usually correlated to the
prioritization of system goals designed to improve Quality-of-Service and user experience,
e.g. by reducing communication delays and response time. We classify these policies into the

16 https://filecoin.io/



following types: Load-aware and Network-aware. Load-aware refers to policies whose goal
is to leverage the available resources of nodes (e.g. CPU, RAM, disk utilization), either by
maximizing the resource utilization of specific nodes, or evenly distributing the load across
all nodes. Network-aware encompasses policies that attempt to reduce latencies and serve
network-intensive applications without compromising the bandwidth pressure of the system
or introducing communication delays.

Decision-taking describes how the scheduling mechanism decides to act upon the re-
sources, it can be Reactive or Predictive. Reactive methods base their decisions on an eval-
uation of the system’s current state, which activates the subsequent decision that there is
a need to utilize more or fewer resources. Predictive methods consider previously obtained
knowledge to make future decisions, providing a mechanism to anticipate the system’s re-
source needs and allocate them in a timely manner. These are usually based on machine
learning techniques and tend to provide better solutions and performances than Reactive
methods [18].

Scaling the system is fundamental to maximize resource utilization and improve user
experience due to the heterogeneous and resource-constrained nature of edge nodes that
compose Edge Computing systems. This can be done through Horizontal Scaling or Vertical
Scaling. Horizontal Scaling applies to the deployment or termination of resources, such as
deploying more application containers or terminating VM instances according to the appli-
cation’s workload. It can be performed on a single node, e.g. deploying more containers on
the same node, or across several edge nodes of a network. Vertical Scaling is the adaptation
of resource specifications of the existing infrastructure, e.g. improving or replacing the CPU
and memory capabilities of the application container.

Application-level Placement defines on which node of the network to place the compo-
nents or microservices of an application in execution. Some systems have to satisfy user
requirements to reduce communication delays between microservices, or lower request la-
tencies and network bandwidth pressure. There are two approaches for selecting locations to
place the executions: Spread or Co-location. Spread approach places the application compo-
nents physically distanced from each other, which becomes less prone to creating bandwidth
bottlenecks in a region. Co-location is used when the user intends to have all the components
close to each other, usually in applications that require low latency communication between
components (e.g., Caravela [22] allows both).

Execution Migration can happen after an execution is placed on an edge node and is
running a service application, it is also possible to relocate it to another edge node. This
may be helpful if, for instance, the node has suffered a failure or there is a workload imbal-
ance within the infrastructure nodes [30]. Execution migration can be of two types: Cold or
Warm. Cold migration terminates the execution instance that was running in a node and
uses its base image to launch it on a different node. Warm migration requires the service to
be running while it is being transferred. The image is started on a new node, and the appli-
cation state is saved and transferred to that node when it is ready. This type of migration
proves more advantageous for large-size images, especially if the image was already cached
in the destination node since only the execution environment needs to be deployed, and it
minimizes downtime possibly at the cost of temporarily lower throughput.
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. Computing Resource . .
Work Architecture Environment Ownership Resource Scheduling Target Application
Load-aware
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Pando [24] Centralized | Browser V]gelgil(t::r Reactive, CO&gigzis:a
Horizontal/Vertical Scaling
Network-aware, .
VFuse [7] P2pP Browser Volur}teer Reactive, Computational
Devices . . Workflows
Horizontal Scaling
SETI@home [31] | Centralized Process Vgleti,ril(t::r Horizontal Scaling!” Cycle-Sharing
. . Volunteer Load-aware, .
Folding@home [26]| Centralized Process Devices Horizontal Scaling!” Cycle-Sharing
Load-aware,
. . VM, Infrastructure Owner, Reactive, Computation
Cloudlets [21] Hierarchical Process Volunteer Devices Horizontal Scaling, Offloading
Warm Migration
Load-aware,
Infrastructure Reactive, General
PiCasso [20] Centralized | Container Owner Horizontal Scaling, Application
Co-location/Spread, PP
Warm Migration
Load-aware,
Caravela [22] P2p Container nggilz:r Network-aware, AGi?:;glon
Co-location/Spread pp
Cicconetti . . VM, Infrastructure Owner, Networ%{—a‘ware, Computation
Hierarchical . . Predictive, .
et al. [32] Container | Volunteer Devices . . Offloading
Horizontal Scaling
Load-aware,
Network-aware,
Skippy [29] Centralized | Container Infr?gtructurej Oxsvner Reactive, AGelper?l
frpremises Horizontal Scaling, pprication
Co-location/Spread
Load-aware, .
Tong et al. [33] Hierarchical VM Infrastructure Oyvner, Predictive, Computa?tlon
Volunteer Devices Offloading
Spread
B Load-aware, General
Ozyar et al. [18] P2pP Container | Volunteer Devices Predictive, .
. . Application
Vertical Scaling
nuBOINC [23] Centralized Process Volunteer Devices Horizontal Scaling™” Cycle-Sharing
Bacalhau [25] P2Pp Container Volunteer Devices Horizontal Scaling™” Cycle-Sharing
Gridcoin [34] P2P Process Volunteer Devices Horizontal Scaling®” Cycle-Sharing

Table 2. Edge Computing Works Classification

7 Through volunteers joining/leaving the network.
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Target Application: Edge Computing models share some relevant advantages that
most of its applications can benefit from, e.g. lower latencies due to proximity to the end
user, lower network pressure at the edge, and the ability to answer to real-time needs.
Nonetheless, some models have been purposefully designed to attend to specific applications.
These are the four main categories we identified: Cycle-Sharing, Computational Workflows,
Computation Offloading, and General Application.

Cycle-Sharing applications are characterized by Edge Computing models whose purpose
is to take advantage of volunteered computing resources to share the computational cy-
cles needed to execute the computational workload. For example, SETI@home [31] sends
digitalized data from radio signals through the Internet to be analyzed by home computers.

Computational Workflows applications in Edge Computing environments are built to
support large amounts of data, by using specific computing paradigms such as MapReduce or
Fork/Join, used by VFuse [7], or Streaming Map, used by Pando [24], in order to orchestrate
distributed workflows and resources.

Computation Offloading applications are useful since the network edge environments,
sometimes compromised by the resource-constraint nature of its edge devices, e.g. mobile
phones, can take advantage of this type of model to easily forward threads, components,
or applications that are too computationally heavy to be run on an edge device, to other
constituents of the distributed cloud model. Cloudlets [21] focus on offering a transparent
solution to offload mobile application components closer to the end user. Cicconetti et al.
[32] use edge routers to forward lambda functions to devices with sufficient computation
capabilities.

General Application is a type reserved for models that could not fit any of the previous
categories, since they are not designed to handle the execution of any particular types of
orchestration workflows, data workloads, or applications.

Table 2 presents the classification of Edge Computing works analyzed during our research
process using the previously explained taxonomy.

2.3 P2P Content, Storage and Distribution

As computational progress evolves rapidly on a global scale with the emergence of increas-
ingly more powerful processors and more data being stored and shared through the Internet,
cloud storages have been more sought after to handle these data management functions.
However, the typical characteristics of centralized management and single-entity infrastruc-
ture providers which are linked to cloud storages may pose several privacy and security
concerns and threaten data accessibility and availability [35].

Peer-to-Peer Data Networks [36] aim to overcome these issues by creating overlay net-
works where peers can autonomously share their resources with each other. While other
data-sharing and content distribution approaches like Content Delivery Networks [37], that
addressed the lack of dynamic management of Web content, focus on fulfilling the customer’s
(often a company) requirements for performance and Quality-of-Service, Peer-to-Peer Data
Networks’ main goal is to efficiently locate and transfer files across peers (often final users)
[38].

Similar approaches for data distribution surfaced alongside P2P Data Networks, in-
cluding Content Delivery Networks (CDNs) [37] that addressed the lack of dynamic
management of Web content. CDN infrastructures contain servers for content caching and
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routers that join other network elements in distributing the content requested by a client
[39]. A CDN provider focuses on fulfilling the customer’s (often a company) requirements
for performance and Quality-of-Service whereas the goal of P2P Data Networks is mainly
to efficiently locate and transfer files across peers (often final users) [38].

We were able to find insightful taxonomy classifications on these topics in the existing
literature. Pathan et al. [38] provide a survey on commercial and academic CDNs and then
classify them based on organization approach, content distribution, request routing, and
performance. More recently, Anjum et al. [40] have focused on peer-assisted CDNs as an
alternative to traditional CDNs, which take advantage of the distribution capabilities of
peers instead of relying solely on the CDN servers, and compare the techniques employed
by commercial solutions to solve several challenges these types of CDNs face.

Regarding P2P Data Networks, Ashraf et al. [41] provide a critical analysis of unstruc-
tured networks based on several qualitative measures, Lua et al. [42] accomplish a compar-
ison of structured and unstructured network schemes and categorize P2P networks in both,
whilst Daniel et al. [35] in a more recent study, present a comparative overview of what
they define as the next generation of P2P networks. In Figure 3, we present a taxonomy
to classify the architecture, storage handling, availability, and incentive approaches of P2P
Data Networks that incorporates a broader class of these networks.

Peer-to-Peer Data Networks
Network Storage Content | "
PG Handling Availability DCEDTE

Content-Addressed

EI g EI'I
H

Look-up Method

Centralized

DHT-based

Fig. 3. Peer-to-Peer Data Networks Taxonomy

Network Architecture: This characteristic defines how the peer nodes are coordinated
over the network. Data networks create an overlay network, which is a logical network on
top of the physical network, to communicate with peers, and can be organized in different
ways, which we will see later on that is highly correlated to how the content is discovered
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and shared among nodes. We divide the possible architectures into three types: Structured,
Unstructured, or Hybrid.

Structured networks have a well-defined overlay network, usually, a DHT where it is
deterministically placed the information regarding the location of the data stored, at the
node whose identifier corresponds to the content’s key value [42]. Each node keeps a routing
table with the node identifiers and IP addresses of its neighboring nodes. This type of
architecture is highly efficient for locating specific content but could prove to be more difficult
for node membership and access control management.

Unstructured networks (e.g., Gnutella [43]) have to rely on peer discovery and direct
communication mechanisms since no defined network topology is connecting them. Nodes use
communication protocols that allow them to disperse their addresses and maintain a record
of their neighboring peers and their content, occasionally using a ranking or reputation
system. In this type of network architecture, nodes can easily enter and exit the network
without causing disruptions to the structure.

Hybrid networks are only structured to some extent, combining characteristics of both
of the previous types. These networks (e.g. BitTorrent [44]) can use a structured overlay
network (e.g. a DHT), to perform solely the peer discovery and then use a different un-
structured network for the data exchange between peers, which can be influenced by peer
rankings, allowing content owners to achieve greater performance in content distribution.

Storage Handling: This characteristic encompasses the components of P2P Data
Networks related to how the content is handled. We organize them into: Data Structure,
Placement, and Look-up Method.

Data Structure defines the structure in which data can be stored locally and/or on the
network. We classify it as the following: File-based or Chunks. File-based is more frequent
in networks mainly interested in content sharing since their goal is to hold all the pieces
that compose a file. Although in these cases splitting larger files into pieces is useful when
transferring data, this is not always implicit (e.g. Arweave [45] uses on-chain storage based
on transactions). Chunks are file fragments or blocks that can be stored on different nodes
regardless of whether a node possesses the chunks composing an entire file (e.g., Kadem-
lia [46]).

Placement defines the approaches to deciding where the data is stored. We classify
them using the following categories: Content-Addressed and Random. Content-Addressed
describes the storage placement approach usually used in structured networks where each
chunk of the data can be individually addressed by its content (via hashing) and this deter-
mines its location (e.g. Swarm [47] uses a hash function of the content to decide the address).
Random is an approach used when the storing location is decided arbitrarily by distributing
the chunks to the available nodes. Some networks (e.g. IPFS [8]) build a Merkle DAG linking
the data chunks, that are Content-Addressed, but their storing location is arbitrary.

Look-up Method defines the different ways through which data can be discovered in a
network, usually, these are specific requests made to neighbors for a certain file or chunk.
Networks are able to employ one or more of these methods depending on their storage
structure and network overlay. We classify these methods as: Centralized, DHT-based, and
Vicinity-based. Centralized look-up is used when the network possesses a central component
that is responsible for directing the data request, typically employed in an unstructured
network (e.g, Napster [48]). DHT-based as the term indicates uses a DHT to send the re-
quest to the desired peers in the network. This is the method employed in structured overlay
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networks and can also be found in some hybrid architectures. Vicinity-based uses the typi-
cal gossip, flood, or random-walk dissemination protocols to acquire information about the
content possessed by neighbors in their vicinity. These are employed mostly by unstructured
networks since there is no structured connection to peers that would allow them to obtain
some prior knowledge of the content of neighboring nodes. Although these protocols are
very efficient to locate popular content in the network, nodes can easily become overloaded
if flooded with a large number of content requests.

Content Availability: This characteristic is one of the important aspects associated
with information security, alongside confidentiality and integrity. These other aspects are
usually achieved in P2P Data Networks by means of encryption and hash functions, re-
spectively. The content availability in these systems can be challenged by factors such as
failures in nodes where content is stored, and the churn effect caused by the arrival and de-
parture of nodes from the network [49]. P2P networks are able to employ multiple methods
to guarantee availability. We classify these methods into: Replication and Erasure Codes.

Replication can help promote content availability by multiplying the same content in
different nodes to ensure that the system can provide the requested data even under the
circumstance of node failures in the network. P2P systems can employ more than one of
these three types of replication: Proactive, User-driven, or Cache-based. Proactive replication
is the more rigorous solution where data is replicated in advance in arbitrary nodes. This
can also mean that nodes need to be coordinated in case of a peer departure, to ensure
that the data it possesses is promptly copied to another peer. User-driven replication is the
case where the replication of data implies another node’s voluntary request for the content.
Nodes can then prevent the deletion of this data and therefore promote its replication (e.g.,
Swarm [47]). Cache-based is the type where content is cached at nodes without a specific
request but rather as a result of the natural distribution and content sharing along the
network.

Erasure Codes are a method to protect data by splitting a file into fragments that are
then expanded to introduce redundancy as a way to allow data recovery, which may cause
some overhead during the storing process of the distributed files (e.g., in Storj [50]). Erasure
coding offers protection against a single point of failure with the distribution of fragments
and ensures sufficient information redundancy to recover the data. This allows the retrieval
of data in case of node failures and thus contributes to improving content availability.

Incentive: This characteristic has become very popular especially in volunteer P2P Data
Networks as a way to promote the participation of nodes and also consequently increase
availability. Incentive mechanisms aim to provide a reward as compensation for actions
that benefit the system and penalize actions that negatively influence it. In some P2P
networks, the compensation can be a monetary incentive, e.g. cryptocurrencies. We classify
the incentives according to the actions they reward: Storage and Exchange.

Storage can be rewarded to nodes that perform it for specific predetermined time peri-
ods, receiving compensations after the completion of those time intervals, or for providing
continuous storage capabilities over time (e.g., in Storj [50]).

Exchange is rewarded to nodes actively participating in the retrieval and trading of
content by incentivizing them to answer data requests or possibly punishing them for re-
fusing. Some P2P networks also evaluate this exchange in terms of traded data (e.g., in
BitTorrent [44]) by comparing the overall data a node offered and the data it received.
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Table 3 contains the P2P Data Networks included in our research and their respective
classification using the taxonomy presented.

Work Network Storage Handling Content Incentive
Architecture| Data Pl ¢ Look-up Availability v
Structure acemen Method
Napster [48] Unstructured |File-based Random Centralized | User-driven None
Gnutella [43] Unstructured |File-based Random Vicinity-based| User-driven None
Freenet [51] Unstructured |File-based|Content-addressed| DHT-based | Cache-only None
Chord [52] Structured | Chunks |Content-addressed| DHT-based Proactive None
CAN [53] Structured | Chunks |Content-addressed| DHT-based Proactive None
Tapestry [54] Structured | Chunks |Content-addressed| DHT-based Proactive None
Kademlia [46] Structured | Chunks |Content-addressed| DHT-based Proactive None
Viceroy [55] Structured | Chunks |Content-addressed| DHT-based Proactive None
Pastry [56] Structured |File-based|Content-addressed| DHT-based Proactive None
FastTrack/KaZaA [57]|Unstructured |File-based Random Vicinity-based| User-driven None
BitTorrent [44] Hybrid |File-based Random Centralized, User-driven |Exchange
DHT-based'®
. ] DHT-based, | User-driven, |Exchange,
IPFS [8] Hybrid Chunks Random Vicinity-based| Cache-based |Storage®
Proactive,
User-driven, |Exchange,
Swarm [47] Structured | Chunks |Content-addressed| DHT-based
Cache-based, | Storage
Erasure Codes
Hypercore Hybrid File-based Random DHT-based | User-driven None
Protocol [58]
SAFE [59] Structured | Chunks |Content-addressed| DHT-based Proactive, Exchange
Cache-based
Storj [50] Unstructured| Chunks Random Centralized Erasure |Exchange,
Codes Storage
Arweave [45] Unstructured|File-based Random Vicinity-based| User-driven ng::angie’

Table 3. P2P Data Networks Classification

2.4 Relevant Related Systems

IPFS [8] is a highly distributed file system that combines DHTS, block exchanges, version
control, and self-certified filesystems ideas to build a decentralized P2P Data Network. IPFS

18 Can rely on a central tracker or a DHT.

19 Uses Filecoin to reward storage.
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nodes are identified by a Nodeld, the hash of their public key, and can be discovered using
the Kademlia-based DHT or by a direct encounter with another peer. When connecting,
peers exchange public keys and verify the respective hash. The Kademlia-based DHT also
serves as a routing system to not only discover peers’ network addresses but also locate
content that is being stored locally by specific nodes. The DHT contains Nodeld references
to peers who store data objects locally.

The objects stored in IPFS are split into chunks that are content-addressed and used to
build a Merkle DAG with links between objects. An object can then be retrieved using the
root of its Merkle DAG. The checksum used to identify content and links allows the detection
of tampering and helps prevent data duplication since the same content will produce the
same checksum. Since the content-addressed data in a Merkle DAG is immutable, IPFS
incorporates the InterPlanetary Name System (IPNS) to allow mutable naming, i.e., linking
a name with a content identifier of a file. Data distribution in IPFS is achieved using the
BitSwap protocol in which peers maintain a list of content identifiers of chunks they want
to retrieve and another list of the ones they are willing to offer in exchange. IPFS allows
any network transport protocol to be used for communication between nodes. Support for
publish-subscribe based notifications has also been developed [60].

These features allow IPFS to be explored as a highly distributed file system, where it is
possible to upload, exchange and download FaaS deployment images and, at the same time,
its DHT-based content and peer discovery are suitable for a distributed and decentralized
system to locate available resource offers in edge nodes of the network.

Caravela [22] is a completely decentralized Edge Cloud system that utilizes volunteered
user resources where users can deploy their applications using Docker containers. It has a
distributed and decentralized architecture, based on a ring structure of nodes built upon a
Chord P2P overlay. Nodes are uniquely identified by a key that is used in the resource dis-
covery mechanism to find a node with the necessary amount of resources available to deploy
a container. The Chord ring is mapped in regions according to different combinations of re-
sources available (CPU class, amount, and RAM) and this information is encoded in the node
IDs. Peer nodes in Caravela can act as suppliers, publishing offers to supply their resources,
buyers, searching for resource offers in order to deploy a container, or traders, registering
and mediating the offers made within their resource region. The Chord lookup process is
used to publish resource offers and in the resource discovery process. For the scheduling
process, there is a search for a favorable resource offer(s), according to the scheduling policy
selected, and the buyer node requests a deployment indicating the container configurations
to be run using the resources previously discovered.

The leveraging of volunteer resources is a feature worth exploring in a decentralized edge
cloud system, that along with the content distribution and lookup protocols of P2P overlay
networks, such as Chord and IPFS, can provide an efficient mechanism to distribute the
available offers and discover the necessary resources to deploy a service. Although the goal
in Caravela is to deploy long-running container applications, some of these mechanisms can
be adapted in terms of the resources and coordination needed for FaaS deployments.

Apache OpenWhisk?® is an open source serverless framework that provides the appli-
cation function execution capabilities without having to manage the servers and underlying
infrastructure. In the OpenWhisk programming model, serverless functions that execute

20 https://openwhisk.apache.org/
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code are called Actions and can be written in any programming language. Their execution
can be driven by events, called Triggers, coming from a variety of sources, or manually, using
the designated CLI or REST API. Rules are employed to associate Triggers with Actions.

The OpenWhisk architecture, as pictured in Figure 4, relies on several technologies
to compose its cloud service platform, in particular, Nginx?' serves as the entry to the
system through an HTTP and reverse proxy server; Kafka?? provides the distributed event
streaming services; Docker?? allows to deploy actions in an isolated and safe environment
using containers; CouchDB?? stores the results of invocations in the database.

After a request enters the system through the reverse proxy it is forwarded to the Con-
troller component, responsible for the implementation of the REST API, which decides the
next path to take based on the user’s request. The Controller acts as an orchestrator and
load balancer to the system, by interacting with the Invokers to execute actions. The Invok-
ers create a Docker container for each invocation, where they inject the function code and
respective parameters to run it and then retrieve the results.

Nevertheless, OpenWhisk still suffers from some performance challenges when utilized
for low latency applications, due to cold starting containers, and on typically resource-
constrained devices like the ones used in edge computing environments.

=
—
CouchDB

& & »

Fig. 4. Apache OpenWhisk architecture. Source:https://openwhisk.apache.org/

WOW [61] is a prototype for a WebAssembly runtime environment, as a lightweight
alternative to traditional container runtimes, designed mainly for serverless computing at
the edge. It introduces the components to support the WebAssembly runtime, similar to
Docker’s container runtime support, using the Apache OpenWhisk framework but focusing
more on the execution and performance aspects of the system. The developers can use any
programming language to write the function code which is then compiled to WebAssembly

2! https://www.nginx.com/

22 https:/ /kafka.apache.org/

2 https://www.docker.com/

24 https://couchdb.apache.org/
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and deployed using an adapted OpenWhisk interface instead of the usual Docker container
deployment. The components introduced are an Executor that takes the wasm runtime
binary and provides the endpoints necessary for its execution; an Invoker that receives a
request, forwards the execution instructions to the Executor and returns the results to the
user; and the wasm module containing the function code, similar to a container image. The
OpenWhisk interface was modified so that its Invoker passes the request to the respective
endpoint of the wasm Executor. The experimental results of the prototype present it as a
promising approach to FaaS in edge computing environments, mainly due to the improve-
ments it introduces on cold start performances and memory usage.

System Content Storage/Distribution|Edge Environment|FaaS Execution
IPFS Yes Yes No
Caravela Yes Yes No
Apache OpenWhisk No No Yes
WOwW No Yes Yes

Table 4. Relevant Related Systems Comparison

The previous systems address some of the aspects that we are going to tackle in our
solution but, as presented in Table 4, none achieves the implementation of all aspects.
IPF'S focuses on content storage and distribution, which is highly important in P2P edge
environments but involves no computation execution by itself. Caravela uses a P2P network
with similar capabilities as IPFS and introduces the execution of long-running container
applications, it is not designed for FaaS deployments. Apache OpenWhisk is a framework
for FaaS deployments, but it was not intentionally designed to maintain performance in an
edge environment and does not feature content distribution. WOW focuses solely on the
aspects of FaaS execution in edge computing nodes, abstracted from its integration in a
distributed and decentralized network architecture.

3 Architecture

In this Section we present the proposal architecture of our solution. Section 3.1 details how
the ID space is organized in our distributed architecture. Section 3.2 presents our protocols
for resource discovery and resource scheduling. Section 3.3 describes the software present in
each node. Finally, Section 3.4 describes the relevant data structures.

3.1 Distributed Architecture

The distributed architecture of our solution consists logically in a ring of nodes that supports
a DHT. Each node represents an edge device that is uniquely identified by its ID. The node’s
available resources are encoded in its ID, since we use the information regarding a node’s
resources to derive the key provided to IPFS, in order to find the node that can supply those
resources. Therefore, the ID space is divided into several regions that represent different
levels of resource availability, to allow a simplified and scattered range query search. Given
that in FaaS, CPU power is usually allocated proportionally to the memory allocated, we
can have a unidimensional query in terms of memory amount, ranging from 128 MB to
10,240 MB. Each node can be responsible for various “virtual nodes” representing several
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partitions of resources available, as pictured in Figure 5. Similarly to Caravela [22], there
are larger ranges for lower memory values, since due to the characteristics of edge devices
we expect there to be more users volunteering small amounts of resources than larger ones.
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Fig. 5. Ring of nodes and resource distribution

3.2 Resource Protocols

Next, we describe the resource protocols used to offer and discover resources, as well as
schedule deployments using the resources found.

3.2.1 Resource Discovery With all nodes having access to IPFS, there is the possibility
to realize a distributed and decentralized resource discovery process. Nodes with available
resources can publish these offers in the DHT. An offer is composed of the IP address of the
node offering resources, the information regarding the amount of resources (e.g. memory)
they have available, the amount already in use, and the offer’s ID.

Algorithm 1 Publish Offer algorithm
1: function PublishOffer(resAvailable, resUsed, destRegion):

2: newOffer < Offer(resAvailable, resUsed, destRegion)

destID < SelectID(destRegion)

destIP < IPFSLookup(destID)

if CreateOffer(destIP, newOffer) = true then
offersTable.add(destIP, newOffer)
return

end if

return Error(”Publish Offer Failed”)
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As described in Algorithm 1, to publish an offer, a node will build a new offer object
containing this information. Then it will obtain an ID/key within the range of the resources
region it is offering. In order to scatter the resources in a decentralized way and promote
load balancing, a random key is selected from an evenly distributed group of keys in the
region. Using the selected ID, the node can use IPFS’s lookup method to retrieve the IP
address of the node responsible for that ID and create the offer. The destination node will
register the offer and add it to its records of offers received, along with the IP of the offering
node, to allow direct communication between both nodes. This method mitigates the churn
in the overlay and allows nodes to publish different slices of resources in different regions,
without causing collisions of IDs.

Once resource offers have been published in the system, it is possible to discover these
resources using Algorithm 2. It takes as argument the information regarding the amount
of memory needed to run the requested function and, as in the publish offer algorithm,
it will obtain a random ID/key from a group in the range of resources desired. With the
ID/key, it will use IPFS’s lookup method to get the destination node’s TP address and
retrieve the offers that the node has registered. If there are no offers, it will retry with a
different generated ID/key. When resources are abundant, the random discovery process
is effective and has low delay and overhead. However, when resources are scarce this can
generate a lot of retries until offers are found. To tackle this, we have a backup mechanism
inspired by Caravela’s [22] use of Super Traders to manage resource trades, in which nodes
with available offers will periodically choose to notify a scheduling node of their available
resources in the background. When the scheduling node is trying a random discovery process
and it reaches a maximum number of retries, it will resort to this list to guarantee resources.

3.2.2 Resource Scheduling A user can submit a request to deploy a WebAssembly
function through a client node in our middleware. Only a fraction of nodes need to be able
to bootstrap a scheduling request (i.e., using OpenWhisk API), and thus are registered in a
designated index of the IPNS. This way, the client nodes can direct the scheduling requests
to them.

Algorithm 2 Resource Discovery algorithm

1: function ResourceDiscovery (resAmount):

2: while retries < maxTries do

destID < SelectID(resAmount)

destIP <+ IPFSLookup(destID)

resDiscovered < FindOffers(destIP)

if resDiscovered = () then
retries < retries + 1

else

9: return resDiscovered

10: end if

11: end while

12: resDiscovered < checkBackupList()

13: return resDiscovered
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To schedule a request, a random ID/key is selected amongst the ones registered in IPNS
since there is a minority of scheduling nodes evenly distributed across the network regions
to distribute the requests’ load. This number of scheduling nodes can be adjusted in order to
maintain system performance. The scheduling request includes the IPFS object key to the
WebAssembly module (i.e., function’s image), and the number of resources (e.g., memory)
needed to run it.

The scheduling node will run Algorithm 3 to find a suitable node for the function
deployment. It will start by running Algorithm 2 to find offers with the necessary amount
of resources or higher and will choose the lowest offer that can serve the request, to maximize
resource utilization. The function deployment is done through a simplified modification of
the OpenWhisk API that the Function Manager component of the scheduling node can
interact with. This is done to alleviate the responsibilities of the nodes as much as possible.
If successful, OpenWhisk will return the function endpoints to the client.

Algorithm 3 Scheduling algorithm
1: function Scheduling(funcModuleID, resAmount):

2: offers < ResourceDiscovery(resAmount)

/*Sort offers to select minimum resources needed.?

offer < offers.sort()

if Deploy(offer.IPAddress, funcModuleID, offer.ID) = true then
return ”Deployment successful.”

end if

return Error(”Deployment Failed”)

3.3 Node Software Architecture

Here we present the components that constitute the software of an edge node, as pictured
in Figure 6, and explain their purpose and interactions.

Resource Manager: component responsible for a node’s local resources and offers, re-
source discovery algorithms, and communications with Function Manager for resource schedul-
ing purposes. It publishes resource offers in IPFS and searches for resources being offered
by other nodes. Besides this, it manages the necessary resources to schedule the function
requests through the Function Manager.

Network Manager: component responsible for communication between edge nodes in the
network, acting as an overlay client to IPFS and using the network protocols supported by
it. It is used to exchange communications related to resource management, user information,
and requests.

Function Manager: component present solely in nodes with scheduling responsibilities. It
is in charge of the execution of a function request. Exposes an interface to receive scheduling
requests on behalf of other nodes and interacts with the OpenWhisk simplified interface.

25 Other policies besides best fit, e.g., worst fit will be explored to study fragmentation outcomes
(internal/external) as in memory and container allocation.
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Fig. 6. Node Software Architecture

3.4 Data Structures
The following data structures are a part of our solution:

— Address Table: Hash table containing the key-values (nodeID, IP) of neighboring nodes
a peer discovers.

— Offer: Data structure containing: IP address of the node with the resources (memory);
resources available; resources used; offer identifier.

— OffersSent Table: Hash table containing the key-values (destinationID, List [offerID])
of nodes that have the offers the node has sent.

— OffersRecv Table: Hash table containing the key-values (resources, List [offerID,
sourceIP]) of resource offers the node has received.

4 Evaluation Methodology

Here we present the testbed, in Section 4.1, and the workloads and metrics, in Section 4.2,
that we will use during the evaluation phase of our solution.

4.1 Testbed

For the evaluation we will implement two different deployments: a small deployment in
a server or local cluster and a larger deployment using a platform (e.g., Testground?® or
similar) to deploy on a distributed infrastructure of a cloud provider.

26 https://github.com/testground/testground
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4.2 Workloads and Metrics

We will evaluate the implementation across the following workloads that have different
resource requirements (e.g., CPU intensive, execution timespan), assuming data is: (1) stored
locally; and (2) stored in IPFS.

REST API: Simple HTTP requests from a microservice benchmark [62] to query a
database (short execution time).

File Hashing: Fetch a file from storage and hash its contents (data processing pipelines).
— Image Classification: Load a pre-trained model and an image from storage and perform
its classification.

Video Transformation: Split an input video file in multiple chunks and each function
fetches and processes a chunk in parallel (CPU intensive).

The following metrics will be considered to evaluate aspects regarding (1) our resource
discovery and scheduling algorithms; and (2) the FaaS performance of our solution:

— Bandwidth consumed per node: To evaluate if bandwidth is cheap enough for the
edge nodes.

— Request Success Rate: To evaluate the efficacy of our resource algorithms.

— Deployment Efficiency: To evaluate the efficiency of our resource algorithms by mea-
suring the average number of messages (hops) and the time it takes until deployment is
scheduled.

— CPU utilization of edge nodes executing requests.

— Memory occupied by the edge nodes over time.

— Function latency, separating function execution time from complete latency.

5 Conclusion

Our work presented a proposal for a distributed architecture and resource protocols that
allows FaaS deployments at the edge. We started by introducing these computing paradigms
and their current shortcomings. Then we presented the previous research and the current
state of the art in FaaS, Edge Computing and P2P works, along with their classification
taxonomies and comparisons. Next, we presented our architecture, algorithms and data
structures. Finally, we proposed an evaluation methodology to assess our future implemen-
tation.
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